Inversion of seismic and geodetic data for the major element chemistry and temperature of the Earth’s mantle
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1. Introduction

Knowledge of the internal constitution of the planets is crucial to our understanding of the origin and evolution of our solar system. By far the largest insights into the physical structure of the Earth have come from geophysical analyses, and seismology in particular. However, as seismology is only an indirect means of obtaining information on the fundamental parameters (composition and geotherm), combining seismic velocity models with results and data from geodynamic modeling, mineral physics, mantle petrology and geochemical analyses of primitive meteorites, mantle xenoliths and mantle-derived magmas, has gained considerably in importance since the work of Birch [1952], and includes a wide variety of studies [e.g., Anderson, 1989; Ita and Stixrude, 1992; Sobolev and Babeyko, 1994; Fabrichnaya and Kusov, 1994; Goes et al., 2000; Connolly and Kerrick, 2002; Cammarano et al., 2005; Mattern et al., 2005; Ricard et al., 2005; Stixrude and Lithgow-Bertelloni, 2005a, 2005b; Kuskov et al., 2006; Khan et al., 2006a, 2006b, 2006c; Matas et al., 2007].

For some decades now a number of seismic profiles, such as the 1D radial profiles, Preliminary Reference Earth Model (PREM) [Dziewonski and Anderson, 1981] and AK135 [Kennett et al., 1995], have formed the basis for interpreting the constitution of the Earth. The pyrolite model of Ringwood [e.g., Ringwood, 1975], for example, has become widely acknowledged as being representative of the Earth’s average upper mantle composition, because of its ability to satisfy a large range of geochemical and geophysical data, such as the aforementioned 1D seismic reference models, within uncertainties of the seismic models and the minerals physics data. In addition, recent electromagnetic sounding studies are also found to be consistent with the pyrolite model [e.g., Xu et al., 2003; Dobson and Brodholt, 2000], although more chondritic lower mantle compositions are not ruled out [Khan et al., 2006b]. In spite of the pyrolite models overall good fit to data, a number of issues are as yet unresolved. For example, can this model composition along an adiabatic temperature gradient explain the observed variations in sufficient detail, and if present, how significant are any deviations? Moreover, can we explain the observed seismic discontinuities, notably the 660, as being due to a change of phase in an isochemical mantle or is a chemical change called for; and how does this relate to the observation that some slabs are seen to stop at ~1200 km depth above the core mantle boundary [van der
Hilst et al., 1997], which has fueled speculation of chemical layering deep within the mantle [Kellogg et al., 1999; Anderson, 2002].

Intimately related to the outstanding and still much debated question of mantle chemical stratification [e.g., Helffrich and Wood, 2001] is the question of the possible building blocks of the terrestrial planets, and in particular of the Earth [e.g., Drake and Righter, 2002]. The composition of peridotites, which are samples from the upper mantle and have been used to infer its composition [Jagoutz et al., 1979; McDonough and Sun, 1995; Lystpetskaya and Korenaga, 2007], are found to be depleted in Si relative to the chondrites. The latter are traditionally thought of as the building blocks of the terrestrial planets, as the chondrites appear to sample the primitive material that started out as dust in the solar nebula and which grew, through collisional processes [e.g., Weidenschilling, 2000], into planets. A possible solution to the conundrum of Si depletion, then, is to propose that it has been sequestered into the core and/ or lower mantle [e.g., Poirier, 1994; Allegre et al., 1995].

The resolution of the lower mantle Si content, or the bulk mantle composition in general, thus holds the potential of providing insight into the nature of the material from which the Earth assembled.

Relying on laboratory mineral physics data, a number of recent studies have attempted to bridge the inherent shortcoming in first obtaining profiles from seismic tomography studies and then interpreting these in terms of compositional and thermal variations by trying to directly link mineral physics data with geophysical observations to provide compositional and thermal constraints on the Earth’s mantle [e.g., Matas et al., 2007; Cammarano et al., 2005; Deschamps and Trampert, 2004; Mattern et al., 2005; Stixrude and Lithgow-Bertelloni, 2005a, 2005b; Trampert et al., 2004; Marton and Cohen, 2002; da Silva et al., 2000; Jackson, 1998]. These studies in some form or another only address aspects of the fundamental problem of constraining composition and thermal state from a set of geophysical data. Cammarano et al., for example, use a model of physical properties which is supplemented with an account of phase equilibria from a graphical summary of experimental data, thereby being confined to a single composition. The approach of Matas et al. [2007], while being thermodynamically self-consistent à la Stixrude and Lithgow-Bertelloni [2005a, 2005b] or Connolly and Kerrick [2002], is restricted to inversion of preexisting seismic velocity profiles (AK135), rather than the data from which the former are derived, thereby adopting its parameterization and unspecified uncertainties. In addition, the highly nonlinear inverse problem posed, is typically solved using either deterministic methods or purely random search techniques. As an example, Matas et al. use the least squares criterion of Tarantola and Valette [1982a], which, however, is not designed to handle the strong nonlinearities in the present class of problems [e.g., Tarantola, 2004]. Deschamps and Trampert [2004] and Cammarano et al. [2005], meanwhile, try to exhaustively search a high-dimensional model space. Apart from the fact that this is presently not possible, there is no resampling of the outcome to ensure that it is distributed according to the posterior. The approach taken by Stixrude and Lithgow-Bertelloni [2005a, 2007], on the other hand, is elegant, but is limited to a single forward model, and does not address fundamental geophysical observations.

With this in mind and given the caveats of previous studies, it is the purpose here to jointly invert seismic data (global ISC P and S wave traveltimes [Engdahl et al., 1998]) and geodetic data (mean mass and moment of inertia [Chambat and Valette, 2001]) for Earth’s mantle composition and thermal state. Our approach is based on the thermodynamic self-consistent phase equilibrium calculation of Connolly [2005], which provides a unified description of elasticity and phase equilibria of multicomponent and multiphase assemblages, and allows us to construct models of the interior of planets where mineralogy and elastic wave velocity variations are specified as functions of pressure and temperature. This method is combined with a fully nonlinear stochastic sampling algorithm, based on a Markov chain Monte Carlo (MCMC) method, to rigorously invert geophysical data for Earth’s mantle geotherm and composition within the system CaO-FeO-MgO-Al$_2$O$_3$SiO$_2$. The importance of this approach has been exemplified in our previous work with applications to the Earth, Moon and Mars (Khan et al. [2006a, 2006b, 2006c], Khan and Connolly [2008], as well as in the studies by Stixrude and Lithgow-Bertelloni [2005a, 2007]). We will further illustrate the significance of considering phase equilibria in geophysical applications by specifically analyzing two models that although very similar in composition and mantle temperature, nonetheless differ in calculated phase equilibria. In particular, we will show that while differences in physical properties of the two assemblages estimated from the phase equilibria are subtle, they nonetheless produce geophysical responses that are distinguishable within the uncertainties of geophysical data.

As mentioned, the inverse problem posed here is strongly nonlinear and to treat it in a fully nonlinear way, we employ the Bayesian approach as formulated by Tarantola and Valette [1982b] and Mosegaard and Tarantola [1995]. For this class of inverse (henceforth general inverse) problems the shape of the posterior probability density (the solution models) in the model space is complex and is in general inadequately described using typically employed measures such as means and covariances. Instead we present the solution in terms of a large collection of models sampled from the posterior probability density using a Monte Carlo algorithm. While this algorithm is based on a random sampling of the model space, only models that result in a good data fit and are consistent with prior information are frequently sampled. Applications of stochastic sampling algorithms in geophysics and elsewhere are numerous. For reviews the interested reader is referred to, e.g., Mosegaard [1998] and Mosegaard and Sambridge [2002], while a very thorough and eloquently worked geophysical example can be found in Bosch [1999].

2. Mantle Composition and Geotherm: A Summary of Previous Studies

As noted in the introduction a number of studies have attempted to constrain mantle composition and geotherm using both forward and inverse approaches, in combination with thermodynamic data, i.e., elastic parameters, acquired from laboratory measurements as well as ab initio calcu-
lations. Rather than provide a detailed review of these investigations, we have summarized their results in table format (see Table 1). However, a word of caution needs to be appended. Different authors have used (1) different databases, i.e., elastic parameters, (2) different observational constraints, (3) different equations of state, as well as other modeling assumptions, and (4) different inversion schemes (where applied) and unless these premises are carefully analyzed, direct comparison is difficult. In spite of these reservations, it appears that little consensus exists with regard to mantle composition and thermal state. While pyrolite seems to be a preferred composition, it is by no means unique. For example, Cammarano et al. [2005], constrained their lower mantle composition to pyrolite. Combining this composition with the adiabatic mantle geotherm of Brown and Shankland [1981], however, severely restricted their ability to fit the global traveltime data and led them to suggest that other possible compositions cannot be ruled out. Matas et al. [2007] meanwhile, using more leniency as regards composition and geotherm, but using preexisting velocity profiles as ground truth, obtained Mg/Si ratios, depending on modeling assumptions, between 1.03 and 1.18 with uncertainties in the range of 0.15. Equally little consensus surrounds the lower mantle thermal gradient, i.e., whether it is subadiabatic, superadiabatic, or simply adiabatic, although judging by the most recent investigations a superadiabatic lower mantle thermal gradient seems favored [Matas et al., 2007; Khan et al., 2006b; Cammarano et al., 2005; Deschamps and Trampert, 2004].

3. The Inverse Problem

3.1 Statement and Solution of the General Inverse Problem

[9] For a general inverse problem the relationship between model \( m \) and data \( d \) is usually written as

\[
d = g(m)
\]

where \( g \) is a typically nonlinear operator. Central to the formulation of the Bayesian approach to inverse problems as delineated by Tarantola and Valette [1982b] is the extensive use of probability density functions (pdf’s) to describe any piece of information that enters the problem. These pdf’s include

[10] 1. probabilistic prior information on model and data parameters, \( \eta(m) \) (for the present brief discussion we limit ourselves to a functional dependence on \( m \) and omit any reference to \( d \)).

[11] 2. the physical laws that relate data to the model parameters which are sought.

[12] These pdf’s are then combined using Bayes theorem to yield the posterior pdf in the model space

\[
\sigma(m) = k \eta(m) \mathcal{L}(m),
\]

where \( k \) is a normalization constant and \( \mathcal{L}(m) \) is the likelihood function and can, in probabilistic terms, be interpreted as a measure of data misfit between observed data and data calculated from model \( m \).

[13] In the present formulation we are considering different sets of model parameters, describing a combined compositional/thermal-physical model of the Earth. The compositional/thermal parameters are the fundamental ones. We label these primary parameters \( (m_p) \). The parameters describing the physical properties could be seismic wave velocities and electrical conductivities, and are termed secondary parameters \( (m_s) \). In the joint model space we thus have \( m = \{m_p, m_s\} \). Extending equation (2) to the present joint model parameter description (for details, see Khan et al. [2006a]), we obtain the following composite posterior pdf

\[
\sigma(m, m_p) = k \eta(m, m_p) \mathcal{L}(m, m_p)
\]

which can be decomposed into

\[
\sigma(m, m_p) = k \eta_p(m_p) \rho_p(m_p) \mathcal{L}(m, m_p) \mathcal{L}_p(m_p)
\]

Table 1. Summary of Previous Studies Trying to Constrain Compositional and Thermal Parameters

<table>
<thead>
<tr>
<th>Author</th>
<th>( T_{660} ) (K)</th>
<th>( T_{CMB} ) (K)</th>
<th>( \nabla T_{LM} )</th>
<th>Lower Mantle Mineralogy</th>
<th>Observational Constraints</th>
<th>Method</th>
<th>Mineralogical/Chemical System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matas et al.</td>
<td>1935(^a)</td>
<td>2972</td>
<td>superad.</td>
<td>cosmic</td>
<td>( v_p, v_S, ) and ( \rho ) from AK135</td>
<td>inversion using least squares criterion</td>
<td>thermodynamic/yes CFMAS</td>
</tr>
<tr>
<td>Khan et al.</td>
<td>1926(^a)</td>
<td>2942</td>
<td>superad.</td>
<td>chondritic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1875(^a)</td>
<td>2702</td>
<td>superad.</td>
<td>pyrolitic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bharti et al.</td>
<td>1900</td>
<td>3200</td>
<td>superad.</td>
<td>chondritic</td>
<td>Electromagnetic sounding data, mass and moment of inertia</td>
<td>MCMC inversion</td>
<td>thermodynamic/yes CFMAS</td>
</tr>
<tr>
<td>Deschamps and Trampert</td>
<td>3300</td>
<td>4200</td>
<td>superad.</td>
<td>pyrolitic</td>
<td>( v_p, v_S, ) and ( \rho ) from PREM and AK135</td>
<td>as Matas et al.</td>
<td>thermodynamic/yes CFMAS</td>
</tr>
<tr>
<td>Martin Neumann</td>
<td>1800</td>
<td>2000</td>
<td>subad.</td>
<td>pyrolite</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2200</td>
<td>2500</td>
<td>subad.</td>
<td>perovskite-rich</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>2700</td>
<td>subad.</td>
<td>cosmic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cammarano et al.</td>
<td>1873</td>
<td>2400</td>
<td>ad.</td>
<td>pyrolite</td>
<td>Global ( P ) and ( S ) traveltimes, fundamental normal modes and mass</td>
<td>random sampling</td>
<td>parameterized phase diagram/no CFMAS</td>
</tr>
<tr>
<td>da Silva et al.</td>
<td>1900</td>
<td>4000</td>
<td>superad.</td>
<td>pyrolite</td>
<td>( K_S ) from PREM</td>
<td>forward model (ab initio)</td>
<td>thermodynamic/yes CFMAS</td>
</tr>
<tr>
<td>Jackson et al.</td>
<td>1850</td>
<td>2300</td>
<td>ad</td>
<td>pyrolite</td>
<td>as Matas et al.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Only summary values are presented, i.e., uncertainties are not indicated. For this and other modeling/technical details the reader is referred to the individual studies.
where \( k \) is a normalization constant, \( \eta_p(m_p) \) the prior pdf containing information on primary model parameters only, \( \eta_p(m_p|m_p) \) a conditional prior pdf and describes prior knowledge on \( m_p \) as well as the dependence of \( m_p \) on \( m_p \), \( \mathcal{L}_p(m_p) \) the likelihood function that calculates secondary model parameters given values of primary model parameters and \( \mathcal{L}_p(m|m_p) \) another likelihood function that calculates data given values of \( m \), conditional on \( m_p \). Sections 4.1 to 4.3 detail \( \mathcal{L}_p \) and \( \mathcal{L}_s \), whereas \( \eta_p \) and \( \eta_s \) are considered in sections 5.1.1 to 5.1.5.

3.2. Monte Carlo Sampling of the Posterior Distribution

[14] Having defined the posterior distribution above (equation (4)) as the solution to our inverse problem, let us turn to the problem of actually obtaining \( \sigma(m) \). In the case of the general inverse problem, however, the posterior pdf does not exist as an analytical function and given its usually complex shape defined over a high-dimensional model space it cannot be integrated analytically. Instead we have to estimate posterior probabilities by statistical integration methods and the basic idea is to design a random walk in the model space, that, if unmodified, samples some initial probability distribution. By subsequently applying certain probabilistic rules, we can modify the random walk in such a way that it will sample some target distribution. The Metropolis-Hastings algorithm [Metropolis et al., 1953; Hastings, 1970], is a MCMC method, which can be shown to be the one that most efficiently achieves this goal. The MCMC method is so named, because it employs a random number generator (Monte Carlo) and has got shortest possible memory, that is, each step is only dependent upon the previous step (Markov chain). This is contained in the following algorithm [e.g., Mosegaard, 1998]

[15] **Algorithm.** If we have a random function \( \mathcal{K}(m) \) which samples the prior probability density \( \eta(m) \) iteratively \( (m^{n+1} = \mathcal{K}(m^n)) \), and a random function \( \mathcal{F} \) generating a uniformly distributed random number from the interval \([0, 1]\), the random function \( \Xi \), which iteratively operates on the current parameter vector \( m^n \) and produces the next parameter vector \( m^{n+1} \)

\[
\Xi(m^n) = \begin{cases} 
\mathcal{K}(m^n) & \text{if } \mathcal{F} \leq \min \left[ 1, \frac{\mathcal{K}(m^n)}{\mathcal{K}(m^n)} \right], \\
m^n & \text{else}
\end{cases}
\]

samples the probability density \( \sigma(m) = k \eta(m) \mathcal{L}(m) \).

[16] In addition, \( \mathcal{K} \) has to satisfy the following two constraints, 1. given enough iterations, access to all points \( m \) in the parameter space must be ensured through the iterative procedure and 2. successive visits (or more) to the same point are possible, i.e., \( m^n = \mathcal{K}(m^n) \).

[17] Of importance here, is that this algorithm renders us capable of sampling the space with a sampling density proportional to the given probability density without excessively sampling low-probability areas of the model space. This is especially important when we are concerned with high-dimensional spaces, where a large proportion of the volume may have near-zero probability density. It might be noted that exhaustive sampling, where all points in a dense grid covering the model space, are visited in a random fashion, is the simplest method, but is useless for problems with more than 10 parameters [Tarantola, 2004], and thus most geophysical applications.

[18] The solution to the general inverse problem, as presented here, cannot be described by one single realization like the mean, the median model or the maximum-likelihood model, but is best characterized by looking at samples from the posterior pdf. One possibility is to calculate resolution measures, which are easily evaluated from [e.g., Mosegaard, 1998]

\[
R(\Lambda,f) = \frac{1}{\sqrt{N}} \sum_{m \in \Lambda} f(m)
\]

where \( f(m) \) is a given function of the model parameters \( m \), \( \Lambda \) is an event or subset of the model space containing the models of current interest and \( N \) is the total number of samples taken from \( \Lambda \).

4. Constructing the Forward Model

[19] Equation (1) describes in short-hand notation how we calculate data from model parameters. Let us take a somewhat more detailed look at this by splitting equation (1) into the following set of model parameter vectors \( m_i, \) data vectors \( d_j \) and forward operators \( g_k \)

\[
m_1 \rightarrow m_2 \rightarrow m_3 \rightarrow m_4 \rightarrow m_5 \rightarrow d_2
\]

where specifically the model parameter vectors \( m_i \) correspond to

[20] \( i = 1 \): starting composition and geotherm,
[21] \( i = 2 \): modal mineralogy,
[22] \( i = 3 \): bulk density,
[23] \( i = 4 \): bulk elastic moduli,
[24] \( i = 5 \): bulk elastic \( P \) and \( S \) wave velocities and attenuation model \( Q \),
[25] \( i = 6 \): bulk anelastic \( P \) and \( S \) wave velocities, and

where the forward operators \( g_k \) calculate

[26] \( k = 1 \): equilibrium modal mineralogy using Gibbs free energy minimization,
[27] \( k = 2 \): bulk physical properties using Voigt-Reuss-Hill averaging,
[28] \( k = 3 \): bulk elastic \( P \) and \( S \) wave velocities,
[29] \( k = 4 \): bulk anelastic \( P \) and \( S \) wave velocities,
[30] \( k = 5 \): \( P \) and \( S \) wave traveltimes,
[31] \( k = 6 \): mean mass and moment of inertia, and finally, where the data vectors \( d_j \) contain

[32] \( j = 1 \): mean mass and moment of inertia,
[33] \( j = 2 \): global \( P \) and \( S \) wave traveltimes,
[34] Note that \( m_1, \ldots, m_6 \) are all functions of radius. The \( g \)'s will be described briefly in the following.

4.1. Solving the Forward Problem 1:
Thermodynamical Modeling of Physical Properties

[35] Mantle compositions were explored within the system \( \text{CaO-FeO-MgO-Al}_2\text{O}_3-\text{SiO}_2 \), a chemical model that is thought to account for more than 98% of the mass of the mantle [e.g., Irifune, 1994] and provide an adequate model.
for its seismic structure [e.g., da Silva et al., 2000] and electrical conductivity [e.g., Xu et al., 2003; Khan et al., 2006b]. The mantle mineralogy was assumed to be dictated by thermodynamic equilibrium and was computed from thermodynamic data for a given pressure, temperature and bulk composition by Gibbs energy minimization as described by Connolly [2005]. These calculations, taking into consideration the phases summarized in Table 2, yielded the amounts, compositions and thermodynamic properties, including elastic moduli, of the stable phases. To avoid the necessity of assuming a model for mantle rock texture, the aggregate adiabatic bulk and shear moduli used for the estimation of seismic velocities were estimated by Voigt-Reuss-Hill averaging.

[36] The calculations were made using the equation of state (EoS) and parameterization of Stixrude and Lithgow-Bertelloni [2005a] augmented by Khan et al. [2006b] for the end-member compositions of the lower mantle phases magnesiowüstite, perovskite, post-perovskite and Ca-perovskite. Components not considered include Na2O, TiO2, Cr2O3 and H2O, because of a lack thermodynamic data. These less abundant elements are most likely to affect locations of phase boundaries, rather than physical properties, as discussed by Stixrude and Lithgow-Bertelloni [2005a].

4.2. Solving the Forward Problem II: Anelasticity and Traveltimes

[38] It has been argued that effects arising from the viscoelastic behavior of materials at elevated temperatures, i.e., attenuation and dispersion, could be potentially important in the interpretation of seismic velocities in tomography images [Matas and Bukowski, 2007; Brodforth et al., 2007]. Traditionally, global models (1D) of attenuation (Q) have been obtained from the analysis of surface wave and normal mode data [e.g., Anderson and Hart, 1978; Dziewonski and Anderson, 1981; Widmer et al., 1991; Durek and Ekström, 1996], as well as differential attenuation measurements of S and ScS phases [Lawrence and Wyssession, 2006]. For a recent review the reader is referred to Romanowicz and Durek [1999]. It has been found experimentally that attenuation Q or its inverse, the quality factor, is strongly temperature dependent, and in the case of shear (bulk attenuation is assumed to be less significant with values ranging from \(10^3 - 10^4\) [Durek and Ekström, 1996]) follows an Arrhenius type law of the form [e.g., Karato, 1993]

\[
Q_v = Q_0 \exp \left[ \frac{\alpha E + pV}{RT} \right]
\]

where \(Q_0\) is a constant, \(E\) activation energy, \(V\) activation volume, \(p\) pressure, \(T\) temperature, \(R\) the gas constant and \(\alpha\) an exponent, which, for seismic waves, has been determined experimentally to be between 0.15–0.25 [Jackson et al., 2002] and between 0.1–0.4 theoretically [Minster and Anderson, 1981]. The physical processes giving rise to attenuation in rocks (grain boundary processes, dislocation motion), as well as their experimental determination, is reviewed by, e.g., Karato and Spetzler [1990]. That \(Q\) is weakly frequency dependent throughout most of the mantle, is in line with the absorption band model, where attenuation is modeled as arising from a broad distribution of thermally activated relaxation processes [e.g., Kanamori and Anderson, 1977; Minster and Anderson, 1981; Anderson and Given, 1982].

[39] A consequence of a dissipative system is the presence of velocity dispersion due to attenuation. Given a model of \(Q_v = \frac{Q_0}{\tau}\) and assuming a weakly frequency dependent \(Q\) \((Q \propto \omega^\alpha, 0 < \alpha < 1\), [Karato and Spetzler, 1990]), anelastic shear velocities \(V\) are determined according to the model of Minster and Anderson [1981]

\[
V(p, T, X) = v(p, T, X) \left[1 - \frac{2Q^{-1}}{\tan(\alpha\pi/2)}\right]
\]

where \(v\) is the anharmonic velocity as a function of \(p\), \(T\) and composition \(X\) obtained in section 4.1. \(P\) wave velocities are obtained by replacing \(Q_s^{-1}\) by \(Q_p^{-1} = (4V_P^2/3V_P^2)Q_s^{-1}\), where contributions from bulk attenuation \(Q_s\) have been disregarded (typically \(Q_s \rightarrow \infty\) [Romanowicz and Durek, 1999]).

[40] To calculate anelastic velocities from equation (7), it would be straightforward to employ equation (6) to estimate radial shear and bulk attenuation models using the radial pressure and temperature profiles from the thermodynamic calculation (section 4.1). However, rather than use equation

Table 2. Phase Notation, Formulae, and Solution Model Sources*

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Phase</th>
<th>Formula</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>ca-pv</td>
<td>Calcium-perovskite</td>
<td>CaO</td>
<td>[1]</td>
</tr>
<tr>
<td>Cpx</td>
<td>Clinopyroxene</td>
<td>Ca2Mg4.2Fe2Si2O12</td>
<td>[1]</td>
</tr>
<tr>
<td>Gr</td>
<td>Garnet</td>
<td>Fe3Ca3Mg4.6Al1.6Si1.6O12</td>
<td>[1]</td>
</tr>
<tr>
<td>Ol</td>
<td>Olivine</td>
<td>MgFe2SiO4</td>
<td>[1]</td>
</tr>
<tr>
<td>Opx</td>
<td>Orthopyroxene</td>
<td>MgFe2Al2Si2O12</td>
<td>[1]</td>
</tr>
<tr>
<td>Sp</td>
<td>Spinel</td>
<td>MgFe2Al1.8O3</td>
<td>[1]</td>
</tr>
<tr>
<td>C2/c</td>
<td>Pyroxene</td>
<td>MgFe2SiO12</td>
<td>[1]</td>
</tr>
<tr>
<td>Aki</td>
<td>Akimotoite</td>
<td>MgFe2Al2Si2O3</td>
<td>[2]</td>
</tr>
<tr>
<td>Pv</td>
<td>Perovskite</td>
<td>MgFe2Al2Si2O3</td>
<td>[2]</td>
</tr>
<tr>
<td>Ppv</td>
<td>Post-perovskite</td>
<td>MgFe2Al2Si2O3</td>
<td>[2]</td>
</tr>
<tr>
<td>Ring</td>
<td>Ringwoodite</td>
<td>MgFe2SiO4</td>
<td>[1]</td>
</tr>
<tr>
<td>Wad</td>
<td>Wadsleyite</td>
<td>MgFe2SiO4</td>
<td>[1]</td>
</tr>
<tr>
<td>Wus</td>
<td>Wuestite</td>
<td>MgFe2SiO4</td>
<td>[2]</td>
</tr>
</tbody>
</table>

*Unless otherwise noted, the compositional variables \(x\), \(y\), and \(z\) may vary between zero and unity and are determined as a function of the computational variables by free-energy minimization. Sources: (1) Stixrude and Lithgow-Bertelloni [2005a]; (2) Fabrichnaya [1998]; (3) Ono and Oganov [2005].
(6), because of the present scarcity of measurements of $\alpha$, $E$ and $V$ for individual minerals (some experimentally determined activation energies for perovskite and periclase can be found in the work of Brodholt et al. [2007]), we model $Q$ as a linear function of depth, i.e., $Q(r) = Q_0 + \nabla_{r}Q \cdot r$, where $Q_0$ is the value of $Q$ at the surface, $\nabla_{r}Q$ is the radial gradient in $Q$ and $r$ radius. $Q_0$, $\nabla_{r}Q$ and $\alpha$ are all variable parameters (see section 5.1.2).

[41] From the $P$ and $S$ wave velocity profiles we calculate a set of traveltimes, which in the present case is done using a standard ray theoretical approach. As for the body wave traveltime data set employed here, $P$ and $S$ wave traveltimes were obtained from the reprocessed ISC catalog [Engdahl et al., 1998], covering epicentral distances of 18.5–90° for $P$ waves and 19.5–80° for $S$ waves, corresponding to depths of around 2500 km.

4.3. Solving the Forward Problem III: Mass and Moment of Inertia

[42] Mean mass and moment of inertia are obtained by simple integration of the estimated bulk density profile

$$I = \frac{8\pi}{3} \int \rho(r) r^4 dr, \quad M = 4\pi \int \rho(r) r^2 dr$$

(8)

Values adopted for Earth’s average mass ($M$) and moment of inertia ($I$) are $5.9733 \pm 0.009 \times 10^{24}$ kg and $0.33069 \pm 0.000009 \text{ I}/\text{MR}^2$, respectively, where $R$ is the mean radius of the Earth (6371 km) [Chambat and Valette, 2001].

5. Solving the Inverse Problem

5.1. Parameterization of the Model

[43] We assume a spherically symmetric model of the Earth divided into four concentric shells of variable thickness, corresponding to crust, upper mantle, lower mantle and core. Crust and mantle shells are described by the model parameters thickness $d$, composition $c$ and temperature $T$, whereas the physical properties of the core are specified by its radius, density. The simplification for the core layer was made because of a lack of thermodynamic data required to model metallic compositions. To determine the mineralogical structure and corresponding mass density $\rho$, it is necessary to specify the pressure profile. For this purpose the pressure is obtained by integrating the load from the surface (boundary condition $p = 10^5$ Pa). In the following subsections the parameters and their prior distributions are described.

5.1.1. Mantle Composition

[44] The crust and mantle are parameterized by the composition $c$ in the chemical system CaO-FeO-MgO-Al$_2$O$_3$-SiO$_2$. The oxide proportions of these elements are log-uniformly distributed within fixed intervals. In the upper mantle, the ranges are CaO $\in [2.3; 3.9]$, FeO $\in [7.2; 8.8]$, MgO $\in [34; 41.6]$, Al$_2$O$_3$ $\in [2.9; 4.9]$ and SiO$_2$ $\in [40; 49]$ (all in wt-%), in accordance with the range in upper mantle estimates of various workers [see Lyubetskaya and Korenaga, 2007, Table 2]. For the lower mantle we have, CaO $\in [2.5; 4.5]$, FeO $\in [5; 15]$, MgO $\in [33; 45]$, Al$_2$O$_3$ $\in [3; 6]$ and SiO$_2$ $\in [40; 55]$. In each layer the normalization constraint $\Sigma c_i = 100$ wt% applies. Given the insensitivity of the traveltime data to the crustal structure, we used the average crustal velocity profile for continents determined by Mooney et al. [1998].

5.1.2. Temperature

[45] $T$ in any given layer is distributed uniformly within the temperatures in the layers ultimately above and below, i.e., the temperature in layer $k$ is determined from $T_k = T_{k-1} + \alpha \cdot (T_{k+1} - T_{k-1})$, where $\alpha$ is a uniformly distributed random number in the interval [0; 1]. A mantle adiabat for a potential temperature of approximately 1200°C, computed from a thermodynamic model assuming a pyrolitic bulk composition [Ringwood, 1975], was used as a lower bound on nodal temperatures, while no upper bound is applied. Surface temperature is held constant at 0°C. Temperatures are subsequently evaluated at 40 nodes at intervals of 50 km in the depth range 0–1000 km and were increased to 200 km in the depth range from 1000 km down to the core-mantle boundary (CMB).

5.1.3. Layer Thickness

[46] The crust and mantle layers are of variable thickness $d$ and assumed to be uniformly distributed within the intervals $d_C \in [5; 35]$ km, $d_M \in [d_C; 1500]$ km, where $d_M$ is the thickness of the upper mantle layer. The thickness of the lower mantle is thus constrained to lie in the interval $d_M \in [d_M; r_s - r_{oc}]$, where $r_s$ is radius of the Earth and $r_{oc}$ is outer core radius, the latter two anchored at 6371 km and 3480 km (PREM), respectively.

[47] The thermodynamic models are used to establish the mineralogy, density and physical properties within the silicate layers at 40 depth nodes (same parameterization as for $T$) from the surface downward as a function of pressure, temperature and composition.

5.1.4. Attenuation

[48] To calculate a radial shear attenuation profile using the approach outlined in section 4.2, we assume that $Q_0$ and $\nabla_{r}Q$ are uniformly distributed within the intervals $[0; 100]$ and $[-0.1; 1.0]$, respectively, assuming that $Q(r)$ can either decrease, remain constant or increase as a function of depth. For the frequency exponent $\alpha$ in equation (7), we chose an uniform distribution within the interval 0.1–0.4, in line with recent measurements by Jackson et al. [2002] as well as theoretical expectations by Minster and Anderson [1981].

5.1.5. Core Physical Properties

[49] The core is parameterized by outer and inner core radii $r_{oc}$, $r_{ic}$, where $r_{ic}$ is fixed at 5150 km depth in accordance with PREM, and corresponding variable densities ($\rho_{oc}$, $\rho_{ic}$). The latter parameters are distributed uniformly in the intervals, $\rho_{oc} \in [\rho_{ic}; \rho_{ic}]$ and $\rho_{ic} \in [\rho_{oc}; \rho_{ic}]$, where $\rho_{im}$ is the value of $\rho$ at the base of the mantle, as determined from thermodynamic modeling, and $\rho_{c} = 13$ g/cm$^3$.

[50] In summary, our model parameter vector is given by $m = [c_{ij}, T_i, d_C, r_{oc}, r_{ic}, Q_0, \nabla_{r}Q, \alpha]$, consisting of 53 parameters.

5.2. Sampling the Posterior Distribution

[51] According to equation (2) the prior pdf $\eta(m)$ is modified by taking into account information provided by data and physical laws, contained in the likelihood function $L(m)$, to yield the posterior pdf. Assuming that data noise can be modeled using a gaussian distribution and that observational uncertainties and calculation errors are inde-
Table 3. Two Mantle Compositions, Drawn From the Posterior Distribution, for Which Phase Equilibrium Diagrams Are Shown

<table>
<thead>
<tr>
<th>Model 1</th>
<th>CaO</th>
<th>FeO</th>
<th>MgO</th>
<th>Al₂O₃</th>
<th>SiO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper mantle</td>
<td>2.3</td>
<td>8.5</td>
<td>38.6</td>
<td>2.9</td>
<td>47.6</td>
</tr>
<tr>
<td>Lower mantle</td>
<td>4.2</td>
<td>12.9</td>
<td>36.9</td>
<td>4.7</td>
<td>41.3</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper mantle</td>
<td>2.4</td>
<td>7.9</td>
<td>39</td>
<td>3.2</td>
<td>47.7</td>
</tr>
<tr>
<td>Lower mantle</td>
<td>3.1</td>
<td>14.5</td>
<td>37.6</td>
<td>3.2</td>
<td>41.7</td>
</tr>
</tbody>
</table>

See Figure 1. All numbers in wt%.

6. Results and Discussion

6.1. Phase Equilibria

[54] Nine phases are stable in the upper mantle and transition zone in our system. These are anorthite (An), spinel (Sp), olivine (Ol), orthopyroxene (Opx), clinopyroxene (Cpx), the high-pressure polymorph of Mg-rich Opx of C2/c symmetry (C2/c), garnet (Gt), wadsleyite (Wd) and ringwoodite (Ring). The lower mantle comprises the phases magnesiowüstite (Wus), akimotoite (Aki), perovskite (Pv), calcium-perovskite (Ca-pv) and postperovskite (Ppv). We calculated phase equilibria using several different pyrolite compositions and geotherms and compared these with available experimental data by [Irifune and Isshiki, 1998] as well as the phase equilibria calculated by Stixrude and Lithgow-Bertelloni [2005a, 2007] for the upper mantle and transition zone. Our calculated phase diagrams (not shown) were found to be in good agreement with both. In our earlier work [Khan et al., 2006a, 2006b, 2006c; Khan and Connolly, 2008], we have emphasized the importance of considering phase equilibria in geophysical applications where physical properties (e.g., density, seismic wave velocities, electrical conductivities) are employed to estimate geophysical data, which need to be compared to observations. These studies showed that changes in phase equilibria induced through compositional and thermal variations are significant, because the different minerals have different physical properties, which, when combined with different model proportions can lead to significant changes in bulk physical properties and thus geophysical responses. As a quantitative example we illustrate this by investigating the differences in geophysical responses that arise as a consequence of considering small variations in composition and temperature.

[55] We consider the two compositions given in Table 3 that are drawn randomly from the sampled posterior distribution (as are their corresponding geotherms), i.e., both models fit data within uncertainties. The calculated phase equilibria for the two compositions and their geotherms are shown in Figure 1. The similarity in composition and geotherm result in essentially similar upper mantle phase equilibria. While lower mantle transitions in the two models occur at almost equal pressure, 23.55 and 23.51 GPa, respectively, phase equilibria in the transition zone and lower mantle differ somewhat. This is due mostly to the use of slightly different thermal profiles, given that only CaO, FeO and Al₂O₃ contents vary, with little influence on lower mantle mineralogy. The main determining factor with regard to lower mantle mineralogy is the Mg/Si ratio, which determines the abundance of Pv and Wus. Other differences occur in the lowermost mantle, with Ppv being stabilized at lower pressure in model 2 (Figure 1f) because of lower temperatures. In addition to this, bulk physical properties (ρ, Vρ, Vs) calculated on the basis of the equilibrium mineralogies are shown in Figure 2. We have indicated locations of phase changes (letters a to g in Figures 2a–2c) that give rise to more or less prominent discontinuities in all physical properties. Interpreting these transitions is most easily done by comparison with Figure 1, where, as an example, we also
show the change in $S$ wave velocity accompanying a given phase transformation by superposing $V_S$ as a function of pressure on the equilibrium phase diagram plots for both models (Figure 1, black line). The transition labeled a (see Figure 2a) is seen to be due to the transformation of Cpx to C2/c, whereas b indicates the transformation of Ol to Wad, which coincides with the 410 seismic discontinuity, whereas c reflects the transformation of Wad to Ring, possibly indicative of the 520 seismic discontinuity, and d reflects the appearance of Aki. Other major discontinuities include those labeled e and f, where transition e (Figure 2b), which is a result of the transformation of Ring to Pv + Wus, indicates the boundary between upper and lower mantle (the 660 seismic discontinuity), while f occurs as all Gt is being transformed to Pv. Finally, transition g marks the base of the lower mantle (the 2000 seismic discontinuity), while f occurs as all Gt is being transformed to Pv. While differences in physical properties between the two models are very subtle in the upper mantle, differences are discernable in the transition zone and the lower mantle. In particular, between the two models, the “660” discontinuity is seen not only to occur at slightly different pressure (depth), but it also shows distinct physical features. In model 1, the “660” is more drawn out and varies more smoothly than in model 2. The latter is characterized by having a small secondary jump at ~28.5 GPa, following the main discontinuity at ~25 GPa, not observed in model 1. This additional feature in model 2 is related to a more abrupt disappearance of Gt, whereas in model 1, Gt changes in a continuous fashion until all of it has been transformed, producing a more smooth transition below the main jump. In the lowermost mantle, the Pv—Ppv transition occurs at somewhat lower pressure in model 2 than in model 1, due principally to lower mantle temperatures in the former. This is clearly reflected in all physical properties (Figures 2c, 2f, and 2i). Although the overall differences between the two models might seem small, they do result in significantly different traveltime fits.

6.2. Calculated Data

Comparison of the calculated and observed geodetic (Figure 3) and seismic (Figure 4) data shows that we fit these within the corresponding uncertainties. In relation to this, it is particularly satisfying that the most probable $P$ and $S$ wave traveltime fits are centered around 0 s and well within the observational uncertainties. These fits show little structure, except for maybe at epicentral distances <25°, an effect attributed to the dearth of constraints provided by the traveltime data at these distances (corresponding to the upper 300 km depth). In comparison, Cammarano et al.
who considered the same traveltime data set, obtained traveltime fits with prominent structure, and had problems fitting data (their Figures 4 and 6), which most probably stems from constraining the composition to pyrolite as well as being limited to an adiabatic geotherm. On the traveltime difference curves is also shown the fit to the observations calculated on the basis of PREM. Our fits are systematically better than those calculated using PREM, especially in the case of $S$ waves, which is most probably related to PREM being based on a combination of short (traveltimes) and long-period (surface waves, normal modes) data sets. Given that we constrain crustal velocities to an average profile over continents, a continental bias is likely introduced in the results. However, this bias is to a certain extent already reflected in the traveltime data set given the greater number of stations over continents.

### 6.3. Upper Mantle Composition

[57] Upper mantle compositions are shown in Figure 5. We have also included some literature estimates for the composition of the Earth’s primitive upper mantle (PUM) composition (the composition of the mantle prior to extraction of basaltic crust, but postdating core formation) by McDonough and Sun [1995] and a very recent estimate by Lyubetskaya and Korenaga [2007]. These estimates rely on

Figure 2. Physical properties for the two equilibrium mineralogies shown in Figure 1. Black line is for model 1, and gray line denotes model 2. The figures are arranged so that top is density (a–c), middle is $P$ wave velocity (d–f), and bottom is $S$ wave velocity (g–i). (left) Upper mantle, (middle) transition zone, and (right) lower mantle. Lowercase letters (a–g) in Figures 2a–2c indicate locations of major phase transitions observed in the phase equilibrium plots. See main text for further discussion.

Figure 3. Marginal posterior geodetic data distributions. (a) Mass ($M_{\text{obs}} = 5.9733 \pm 0.009$) and (b) moment of inertia ($I_{\text{obs}} = 0.33069 \pm 0.00001$).
representative of the primitive solar nebula rock fraction on account of their match to solar photosphere abundances for the nonvolatile elements) are employed [e.g., Taylor, 1980; Palme and O’Neill, 2003]. The geochemical avenue, on the other hand, uses the data from mantle xenoliths and basalts erupted from the mantle [e.g., Jagoutz et al., 1979; McDonough and Sun, 1995; McDonough and Rudnick, 1998; Lyubetskaya and Korenaga, 2007]. A basic but reasonably robust assumption in the cosmochemical approach is that the ratios among the refractory lithophile elements (RLE) in the Earth are similar to those in the CI chondrites. The only relevant terrestrial samples available for our inspection are basalts and xenoliths derived from the upper mantle. The latter sample only the upper few hundred km of the 2900 km thick mantle while they are also subject to metasomatic alteration.

Currently there are two differing interpretations of the meteorite and xenolith database. The most widely quoted are the “standard” estimates of McDonough and Sun [1995] and Palme and O’Neill [2003]. The most recent geochemical estimate of Lyubetskaya and Korenaga [2007] employ much the same data investigated by McDonough and Sun, while the earlier cosmochemical study by Taylor [1979, 1980] is akin to that of Palme and O’Neill. The studies by Taylor [1979, 1980] and Lyubetskaya and Korenaga disagree to some extent with the standard values, with the most significant differences between the two sets in our context occurring for Al and Ca. Table 4 as well as Figure 5 show that CaO and Al$_2$O$_3$ are significantly depleted in the estimates by Taylor and Lyubetskaya and Korenaga in comparison to those of McDonough and Sun and Palme and O’Neill, while FeO, MgO and SiO$_2$ contents are the same within the uncertainties. Our purely geophysically derived estimates for the composition of the PUM seem to reinforce the results by Lyubetskaya and Korenaga and Taylor, with most probable CaO and Al$_2$O$_3$ contents of ~2.4 and ~3 wt%, respectively (see Figures 5a and 5d). In addition, the pdf’s indicate overall lower CaO and Al$_2$O$_3$ contents than implied by, e.g., McDonough and Sun. FeO, MgO and SiO$_2$ are found to be within uncertainties of earlier estimates. Sampled Mg#'s of 0.89 are found, in general agreement with most estimates, whether geochemically or cosmochemically derived. Mg/Si wt ratios around 1.05 are obtained, which is a bit lower than the “standard” values, but nonetheless are in agreement to within their uncertainties. It has not escaped our attention that discrepancies of major geophysical importance occur for the remaining refractory lithophile elements (RLE, including U and Th) and the abundance of potassium and other volatile elements. These include the terrestrial argon budget, the potassium abundance of 180 ppm rather than 260 ppm, the mass balance of the RLE elements (2.16–2.23 × CI [Lyubetskaya and Korenaga [2007]; Taylor, 1980] compared to 2.5–2.8 × CI [Jagoutz et al., 1979; Hart and Zindler, 1986; McDonough and Sun, 1995; Palme and O’Neill, 2003]), and the global thermal budget (for a recent discussion, see Korenaga [2008]).
6.4. Lower Mantle Composition

[69] As there are no terrestrial samples from the lower mantle, a traditional assumption is to invoke a chemically homogeneous mantle, i.e., that the upper mantle composition is representative of the entire mantle, or equivalently, that basalt petrogenesis is the sole responsible for changing the major element chemistry of geochemically significant portions of the mantle. Basalt petrogenesis, the basis of Ringwood’s pyrolite model [e.g., Ringwood, 1975], has resulted in a number of mantle compositions [e.g., Allegre et al., 1995; McDonough and Sun, 1995; Salters and Stracke, 2004] that are in close accord with one another.

The question as to whether these compositions, which have been determined with a precision between 1% [Palme and O’Neill, 2003] and 10% [McDonough and Sun, 1995] (see Table 4) are indeed representative of the composition of the silicate Earth is an as yet unresolved question.

[68] In a first attempt to answer this question, we asked whether it is possible to fit the geophysical data investigated here under the assumption that (1) the mantle be chemically homogeneous and that its composition lies somewhere within the uncertainties of earlier estimates (see section 5.1.1 for the prior pdf on upper mantle composition), and (2) a variable geotherm, which can be either subadiabatic, superadiabatic,

Table 4. Present (Most Probable Values) and Some Previous Estimates of the Earth’s Primitive Upper Mantle Composition and Their Uncertainties

<table>
<thead>
<tr>
<th>Study</th>
<th>CaO</th>
<th>FeO</th>
<th>MgO</th>
<th>Al(_2)O(_3)</th>
<th>SiO(_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lyubetskaya and Korenaga [2007]</td>
<td>2.79 ± 0.47</td>
<td>7.97 ± 0.54</td>
<td>39.5 ± 1.53</td>
<td>3.52 ± 0.6</td>
<td>44.95 ± 1.24</td>
</tr>
<tr>
<td>McDonough and Sun [1995]</td>
<td>3.53 ± 0.35</td>
<td>8.04 ± 0.8</td>
<td>37.8 ± 3.8</td>
<td>4.43 ± 0.44</td>
<td>44.9 ± 4.5</td>
</tr>
<tr>
<td>Palme and O’Neill [2003]</td>
<td>3.66 ± 0.037</td>
<td>8.12 ± 0.08</td>
<td>36.85 ± 0.37</td>
<td>4.51 ± 0.36</td>
<td>45.5 ± 0.46</td>
</tr>
<tr>
<td>Taylor [1980]</td>
<td>2.65</td>
<td>8</td>
<td>40</td>
<td>3.3</td>
<td>45</td>
</tr>
<tr>
<td>Upper mantle, this study</td>
<td>2.4</td>
<td>8.4</td>
<td>38.5</td>
<td>3</td>
<td>47.5</td>
</tr>
<tr>
<td>Lower mantle, this study</td>
<td>2.8</td>
<td>13.5</td>
<td>38</td>
<td>3.3</td>
<td>42</td>
</tr>
</tbody>
</table>

*aNote that no uncertainties are indicated for the values found here. For these the reader is referred to the posterior probability distributions (Figures 5 and 6).*
or simply adiabatic. We found this not to be possible for any configuration of composition and geotherm, concluding that a chemically homogeneous pyrolite mantle is not compatible with present geophysical data. Having obtained this result, we went on to investigate which lower mantle composition then is line with the geophysical data, prior information (section 5.1) and the physical laws relating unknown model parameters to data (section 4).

The lower mantle compositions are shown in Figure 6 where prior pdf's are, as in the case of the upper mantle, significantly narrowed in comparison to posterior pdf's, implying that data are able to provide constraints on the Earth’s lower mantle composition. Upper mantle estimates of *McDonough and Sun* [1995] and *Lyubetskaya and Korenaga* [2007] are superposed for comparison. The latter composition is also indicative of our PUM estimates. CaO and Al₂O₃ are slightly enriched relative to our upper mantle estimates (see Figure 5) and closely agree with Lyubetskaya and Korenaga. MgO is also within the uncertainties of our PUM estimates and previous models, with most probable values around 38 wt%. Differences arise for SiO₂ and especially for FeO, where we find most probable values of 42 and 13.5 wt%, respectively, implying FeO enrichment of the lower mantle relative to the upper mantle, as well as slight depletion of SiO₂, although it should be noted that this value is within the uncertainty of the SiO₂ content found by McDonough and Sun. The differences found here for FeO and SiO₂ result in a significantly lower Mg# of ~0.83–0.84 as well as a higher Mg/Si ratio of ~1.2, in comparison to ~0.89 and ~1.1 for PUM.

The terrestrial planets are believed to have been derived from material emanating from a broad region of the inner solar system, implying significant radial mixing during planetary accretion, although modeling has shown that each planet generally accretes a higher proportion of more localized material [e.g., *Wetherill*, 1994; *Chambers*, 2001], and thus retains some form of compositional memory. While it is generally assumed that the Earth is derived from chondritic material, it has proven difficult to assemble the Earth from any known chondrite or even combinations thereof [e.g., *Burbine and O’Brien*, 2004], given the diversity in chemical compositions spanned by these [Jarosewich, 1990]. This is best exemplified in the dilemma of Mg/Si estimates from xenolith data, as the latter consistently indicate that the upper mantle of the Earth has a high Mg/Si ratio (~1.1) compared to the CI meteorites (~1). Is this ratio typical of the whole mantle or only the upper part accessible to sampling? Mg and Si are not included among the refractory lithophile elements and many of the chondritic meteorite groups show differences in Mg/Si ratios from the
CI values, indicative of fractionation of these elements in the inner nebula. Interestingly the refractory elements Ca and Al also have higher ratios in upper mantle xenoliths (1.3) than in CI (1.1), although melting during magma production is usually blamed for this discrepancy [Palme and Nickel, 1985]. Possible solutions to the conundrum of the high Mg/Si ratio relative to CI have been to either (1) invoke other building blocks, ranging from the EH enstatite chondrite family [Javoy, 1995; Lodders, 2000] over the EL chondrites [Burbine and O'Brien, 2004] to an “Earth chondrite” or “Earth achondrite” (matching the Earth’s oxygen isotopic composition and Mg/Si and Al/Si ratios of the primitive upper mantle), which either no longer exists or as yet remains unsampled [Drake and Righter, 2002], or (2) to argue that samples from the upper mantle are not representative of the entire mantle, leading to the possibility of constructing the Earth from cosmic abundances, resulting in a mantle that is neither homogeneous nor primordial [e.g., Anderson, 2002], or as a variant thereof, (3) to suggest that it is balanced by a lower Mg/Si in the lower mantle or that the missing Si is in the core, so that the Earth has the Mg/Si ratio of the primitive solar nebula [Allègre et al., 1995]. However, the wide variation in the observed Mg/Si ratio among meteorites does not encourage such suggestions, for the Earth most probably assembled from a hierarchy of (often differentiated) planetesimals. Although the highly reduced enstatite chondrites are considered as possible candidates, because they share the same oxygen isotopic composition as the Earth [Javoy, 1995], their low Al/Si and Mg/Si ratios and their high K/U ratios rule them out. A current geochemical view, summarized by Drake and Righter [2002], holds instead that the mantle is likely uniform and that the terrestrial high Mg/Si ratios were derived from unsampled planetesimals. The lower mantle compositions derived here, with SiO$_2$ contents of 40–44 wt%, effectively rule out the lower mantle as a sink for any Si, leaving the core as only other possibility. Burbine and O’Brien [2004] estimated that if all the Si lost from the Earth’s upper mantle had been sequestered into the core, this would amount to a core Si content of $\sim$17 wt%, far in excess of allowed values, as the Earth’s core is assumed to contain no more than $\sim$10 wt% of a light alloying element [Jeanloz, 1990; Poirier, 1994]. A recent estimate by Wood et al. [2006] has the core containing at most 4–5 wt% of low-mass elements, rendering the core as an explanation for the depleted Si as even more remotely possible. On this basis, it seems to be relatively safe to conclude that the bulk Earth silicate composition has a higher Mg/Si ratio than CI and that all the common

![Figure 7. Marginal prior (a) and posterior (b) pdf’s showing sampled geotherms as a function of depth. Thin black lines indicate the average temperatures and uncertainties on model DT2 [Deschamps and Trampert, 2004]. Dashed line is the profile determined by Brown and Shankland [1981], and the thin line with numbers shows the geothermal gradient as a function of depth determined here, with numbers indicating the value of the geothermal gradient in °C/km at the particular location. Shades of gray as before.](image-url)
chondrites, which have lower Mg/Si ratios, do not match this composition.

The lower mantle appears to differ in composition from that of the upper mantle; it is significantly enriched in FeO, which is balanced by a lower SiO₂ abundance than in the upper mantle, and therefore does not act as a sink for Si as often postulated. These findings present considerable petrological difficulties that will be addressed in a subsequent paper, but a few speculations may be made here. These element abundances do not follow the pattern expected from early differentiation nor do these differences appear to be due to the lower mantle being enriched from preferential accumulation of the subducting slabs. These should enrich the lower mantle in Si, not the reverse, so we judge that such an explanation is unlikely. The enrichment in FeO can account for much of the depletion in Si, but not the concomitant enrichment in Ca and Al. Palme et al. [2003] have noted that the bulk Earth Fe/Mg ratio is at least 10% higher than the Fe/Mg ratio of the average solar system (CI). Presuming that the Earth had differentiated, they suggest that early large impacts could have collisionally eroded silicate material from the mantle leaving it with an excess in Fe.

For the sake of completeness, we would like to note that calculations were also made with a more recent thermodynamic formulation and parameterization for mantle phases proposed by Stixrude and Lithgow-Bertelloni [2005b, 2007]; however the quality of the resulting data fit was lower, and the lower mantle compositions were notably more calcic and aluminous (with CaO and Al₂O₃ contents in the range 7–8 wt%), than the results reported here.

6.5. Mantle Geotherm, Thermal Boundary Layer and Mantle Discontinuity

The sampled prior and posterior mantle geotherms are shown in Figure 7. The Ol → Wad and Ring → Mw + Pν phase transitions, thought to explain the 410 and 660 km seismic discontinuities, are located at temperatures of 1230 ± 52°C and 1320 ± 45°C, respectively. These values are somewhat lower when compared to temperatures measured experimentally for the above reactions by Ito and Takahashi, [1989], who found of 1477 ± 100°C and 1577 ± 100°C, respectively. Down to about 1200 km depth our temperatures roughly follow an adiabat, when compared with the thermal profile of Brown and Shankland [1981] (dashed line in Figure 7b). This profile is almost adiabatic over the entire lower mantle, and was obtained from thermodynamic parameters calculated on the basis of seismic profiles. At about 1400 km depth our profiles depart from conditions of adiabaticity, with temperatures increasing to ~2300°C at a depth of 2100 km, and reaching ~2500°C in the bottom of the mantle. The temperatures found here at the CMB are below the solidus, estimated to be in excess of 4000°C, which is based on extrapolation of silicate perovskite and magnesiowüstite melting data to CMB conditions [Zerr and Boehler, 1993, 1994]. Also in Figure 7b is shown a thermal profile from the study by Deschamps and Trampert [2004] as well as their uncertainties. As summarized in Table 1, this geotherm was obtained from inversion of a 1D seismic profile (PREM) using EoS modeling and deviates slightly from the geotherm of Brown and Shankland for depths >1500 km.

In Figure 7b are also indicated thermal gradients in the mantle, which are essentially superadiabatic from ~1300 km and down to a depth of about 2200 km. A thermal boundary layer (TBL) is clearly present in the mid to lower mantle (1800–2100 km depth) and as such concurs with inferences by Deschamps and Trampert [2004], who found, depending on modeling assumptions, evidence for at least a thin TBL at the bottom of the mantle.

With regard to the TBL found here, it has not escaped our attention that it might possibly coincide with a chemical layer in the deeper parts of the lower mantle as proposed by Kellogg et al. [1999] and Anderson [2002, 2005]. Kellogg et al. suggested the presence of a deep global layer of primitive composition, with an average thickness of 1300 km, but varying by as much as ~1000 km, and constituting 30% of the mass of the Earth’s mantle. What can be inferred from the present study about mantle discontinuities and chemical layering, as our results suggest a compositionally distinct upper and lower mantle?

The parameter to be investigated is the variable thickness of the upper mantle, which a priori was uniformly distributed between the depth of the Moho and 1500 km depth (see section 5.1.3 for details). Sampled values for the thickness of the upper mantle are shown in Figure 8. The prior distribution is as expected flat, indicating that upper mantle thickness, or equivalently depth to upper/lower mantle transition, is to be found with equal probability between the depth of the Moho and 1500 km depth. The posterior pdf, meanwhile, is seen to be confined in the depth range 650–750 km, in addition to being strongly peaked at ~680 km depth. Taken at face value, this result is in line with interpretations of the seismic 660 km discontinuity as representing a change in chemistry on going from upper to lower mantle. We also looked for transitions deep in the lower mantle, i.e., at depths >1000 km, by running the algorithm with a fixed upper/lower mantle transition located
at 1200 km depth. Although this resulted in small changes in mantle composition and temperature, we did not achieve the required data fit, i.e., we were not able to fit all data within uncertainties. A preliminary analysis of the output from this inversion, showed little variation in physical properties ($r$, $V_S$ and $V_P$) across the 1200 km discontinuity, which is most probably due to the increasing role of pressure in the lower mantle counteracting temperature effects. As a consequence of this canceling of effects, chemical discontinuities deep in the lower mantle will be less pronounced physically and therefore difficult to discern.

6.6. Physical Properties: Shear Attenuation

Radial shear attenuation profiles are shown in Figure 9. Comparison of prior and posterior $Q_S(r)$ clearly indicates a significant change in the posterior pdf. The qualitative characteristics of seismically derived models for radial shear attenuation generally agree with ours (also shown in Figure 9) down to about $\sim$1000 km depth, indicating an increase in $Q_S$ throughout the upper mantle and into the upper part of the lower mantle. For depths $>1000$ km there is less agreement. Some of the earlier models decrease, while others remain constant, whereas our models are signified by an increase in $Q_S$ throughout the lower mantle. Though not shown here, we would like to note that large $Q_S$ values (400–600) in the lower mantle were also found by Montagner and Kennett [1996]. For the upper and lower mantle, weak frequency dependencies, in agreement with seismological [Anderson and Given, 1982] and experimental studies [Jackson et al., 2002], are found, with values of $\alpha$ generally $>0.3$ (see Figure 10).

While we have taken attenuation effects into account, it can be argued as done by Deschamps and Trampert [2004] and Stacey and Davis [2004] that extrapolating from laboratory measurements made at $\sim$MHz frequencies down to seismic frequencies using equation (7) may not be appropriate, as it is not certain that the absorption band model is applicable over such a large frequency range. We investigated the effect of disregarding attenuation, by un-
vice versa while undertaking the same inversion as done here but using only elastic velocities to calculate traveltimes. Although we were able to fit data, within uncertainties, we found that the data fit had decreased overall. In addition, structure had been introduced into the traveltimes difference plots.

6.7. Physical Properties: Density, P and S Wave Velocity

Other physical properties derived from the inversion include density and elasticity in the form of P and S wave velocities (Figure 11). These derived models are in good agreement with the purely seismologically derived models PREM (black line) and AK135 (gray line) are also shown. Shades of gray as before.

6.8. Resolution, Stationarity and Parameter Trade-off

A number of issues related to inverse problems in general need to be considered. These include questions of model parameterization (model parameter trade-off and uncertainty), data resolution and on a more technical note convergence and stationarity of the MCMC algorithm.

For comparison, seismic reference models PREM (black line) and AK135 (gray line) are also shown. Shades of gray as before.

Figure 11. Sampled physical properties (posterior models only). (a–c) Radial profiles of $\rho$, $V_p$, and $V_s$ in the upper mantle, transition zone, and uppermost lower mantle, and (d–f) lower mantle, respectively. For comparison, seismic reference models PREM (black line) and AK135 (gray line) are also shown. Shades of gray as before.

Figure 12. Posterior pdf’s showing sampled geotherms obtained from inversion of (a) prior information, (b) geodetic data, (c) seismic data, and (d–e) inversion of both data sets using different random seeds. Shades of gray as before.
sets. The answer is summarized in Figures 12a–12c, showing sampled geotherms (any other parameter could equally well have been chosen) for separate inversions of (1) prior information (same as Figure 7a), (2) geodetic data, and (3) seismic data. Significant narrowing of the prior pdf is seen in both cases (to increasing degree on going from geodetic to seismic data), implying that individual data sets can be used to constrain this parameter.

There exist some qualitative criteria to assess whether the algorithm has converged and reached stationarity, which involve verifying that the estimated values of the model parameters sought have stabilized in a given run and checking that the same model parameter values are similar across independent chains. If this is satisfied, adequate confidence in the results is usually ensured. By comparing posterior geotherms (Figure 7b) with those obtained from two independent runs (inversion of all data using different random number sequences, Figures 12d–12e) shows that details vary, but that the overall characteristics are maintained, thus implying stationarity of the posterior pdf’s.

In interpreting results from inverse calculations one has to keep in mind that the model parameter values, their uncertainties and trade-offs are to a large extent determined by the chosen parameterization. There is no straightforward answer to the question of which parameterization to choose and that which is finally adopted usually reflects a subjective choice to an extent. Our choice of using three compositional and two core layers to model the Earth reflects an Occam’s razor approach, as we asked ourselves what is the minimum number of layers needed to fit data, while maintaining a physically realistic model. Whichever parameterization is chosen, the probabilities calculated here are to be understood as mathematical entities that are based on (1) data and their uncertainties, (2) prior information as quantified here, and (3) the physical laws relating data and unknown model parameters employed.

Another issue of importance is trade-off between inverted parameters. Deschamps and Trampert [2004], for example, found strong correlations between Fe content and temperature in the lower mantle, leading them to conclude that it is impossible to separate thermal from compositional effects. Here, we investigate several trade-offs among inverted parameters, specifically, $T$ and $c$ (Mg#, Mg/Si and Al/Si), $T$ and mineralogy (Pv), as well as $T$ and physical properties (not shown), at four different depths. The correlations are summarized in Figures 13a–13p. The investigated parameters are essentially uncorrelated, although Mg# and lower mantle temperatures seem to be slightly correlated. The overall uncorrelated nature of composition and temperature is expected, since $c$ and $T$ are distributed using independent prior pdf’s. By further analyzing correlations of physical properties (e.g., $V_S$ and $\rho$) versus $c$ and $T$, we

![Figure 13. Posterior 2-D marginal pdf’s showing trade-offs between inverted parameters as a function of depth. (a–d) Temperature versus Mg# ((Figure 13a) 500 km, (Figure 13b) 1000 km, (Figure 13c) 1600 km, (Figure 13d) 2100 km). (e–h) Temperature versus Mg/Si ratio (same depth intervals as for Figures 13a–13d). (i–l) Temperature versus Al/Si ratio (same depth intervals as for Figures 13a–13d). (m–p) Temperature versus Pv volume fraction ((Figure 13m) 800 km, (Figure 13n) 1000 km, (Figure 13o) 1600 km, (Figure 13p) 2100 km). Shades of gray as before.](image-url)
observed the expected correlation between \( V_S \) and \( T \), i.e., high \( T \) low \( V_S \). Though small, the variations in physical properties \( V_S \), for example, were found to be due to variations in composition (Fe, Mg and Si), as also observed earlier by Trampert et al. [2004]. The generally uncorrelated nature of \( c \) and \( T \) means that it is possible to separate thermal and compositional effects, contrary to some suggestions. We believe these differences to arise because of the different fundamental approaches which are taken, such as self-consistent thermodynamic phase equilibrium calculations versus parameterized phase diagram/EoS modeling, MCMC inversion versus random search.

7. Conclusion

[77] We have applied a self-consistent thermodynamical calculation which yields profiles of mineralogy and physical properties of the interiors of planets whose variations are described entirely by temperature, composition and pressure (depth). This enables us to confront, through a combination of the above with inverse methods, geophysical data directly with planetary compositional and thermal parameters. Moreover, the method allows us to naturally link different geophysical data in an inversion and it also provides a means of introducing additional information on various aspects of the media studied, such as geochemical, mineralogical and petrological, which are able to lead to further correlation of the geophysical data in the inversion. We have here demonstrated that fundamental information on the Earth can be produced to jointly yield plausible models of its composition, thermal, mineralogical and elastic properties, thus rendering it the most comprehensive analysis feasible to date. Given the general setup of the method, it is easily extended to encompass (1) other applications, i.e., data (normal modes, surface waves), (2) other methodologies (mantle anisotropy, seismic tomography, convection calculations), and (3) experimental data on more chemical components (\( \text{e.g., Na}_2\text{O}, \text{H}_2\text{O} \)) and complex systems (partial melt) as these become available.

[78] Specifically, the upper mantle compositions are found to be somewhat depleted in refractory elements (\( \text{CaO} \) and \( \text{Al}_2\text{O}_3 \)) compared to the “standard” model of the Earth’s primitive upper mantle composition by McDonough and Sun [1995]. Instead our geophysically derived models can be seen as reinforcing recent geochemically derived estimates by Lyubetskaya and Korenaga [2007]. The lower mantle appears to differ in composition from that of the upper mantle. We find a lower mantle composition that, relative to the upper mantle, is enriched in FeO, containing \(~13\) wt% as opposed to \(~8\) wt%. This is balanced by a lower SiO\(_2\) content of \(~42\) wt% in comparison to \(~47\) wt% in the upper mantle. CaO and Al\(_2\)O\(_3\) are also found to be somewhat higher in the lower mantle than in the upper, whereas MgO is within uncertainties of upper mantle estimates (ours as well as other literature estimates). This difference is also brought out in numbers such as Mg\# and Mg/Si ratio, with the former being significantly lower (\(~0.84\)) and the latter higher (\(~1.2\)), respectively, than what is found for the primitive upper mantle (\(~0.89\) and \(~1.1\)). This means that the lower mantle does not act as a sink for Si as is often suggested in order to explain the discrepancy in Mg/Si ratio between upper mantle estimates and CI chondrites. As all the “missing” Si cannot be accommodated in the core, a relatively firm conclusion to be drawn here is that the Mg/Si ratio of the bulk silicate Earth composition relative to CI is higher and cannot be matched with any common class of chondrites. This is not too surprising as the asteroid belt is a very depleted quarry and its depletion dates long prior to the accretion of the Earth. The same arguments apply to the excess of Fe in our models, in that we wish to emphasize that the iron content of the Earth is a consequence of the accretion of the planet from a hierarchy of planetesimals that vary widely in metal content and Fe oxidation state. Thus it should not be surprising that the Earth’s bulk Fe content and Fe/Mg ratio differs from that of CI.

[79] The lower mantle thermal state appears to deviate from an adiabat for depths \( \geq 1300 \) km, with a geothermal gradient that is superadiabatic in the depth range \( 1300–2500 \) km. The lower mantle is found to be neither “hot” nor “cool”, with CMB temperatures around \( 2400^\circ\text{C} \). A thermal boundary layer seems to be present in the depth range 1800–2100 km, which might be related to the presence of chemical layers in the deeper mantle. However, boundaries or discontinuities associated with changes in physical properties in the lower mantle could not be located. The only transitions we found were located in the depth range 650–750, which is interpreted as implying that the 660 discontinuity is related to a change in chemistry. Given the reduced sensitivity of the data employed here to features such as deep mantle layering (other than D\(\text{”}\)), we leave it for future studies using other data to detect these.

[80] From the derived compositions and geotherms, and over equilibrium mineralogies, we have shown that our calculated physical properties (\( \rho, V_P, V_S, Q_S \)) agree with purely geophysically derived models such as PREM, AK135 and radial shear attenuation models obtained by various workers. The fact that our models agree with these geophysical models provides us with a strong measure of confidence that our approach employed here of jointly inverting different geophysical data directly for mantle composition and temperature, is not only feasible, but to be preferred to methods based solely on comparison of geophysical models with laboratory-based studies of physical properties.

[81] In closing we would like to note that we did attempt a joint inversion of the present data sets in combination with electromagnetic sounding data (the latter was inverted in a previous study of ours [Khan et al., 2006b]). However, we found that it was not possible to fit all data sets jointly for any given combination of mantle composition and geotherm, because of incompatibility of the seismic and electromagnetic data sets. In addition to this, we also tried several different equations of state and parameterizations unsuccessfully. We believe that this is most probably related to the fact that laboratory-based electrical conductivity data for relevant, and especially lower, mantle minerals, are not as complete and well documented as is the case for elasticity data. It is nonetheless our hope that future studies will be able to resolve this difficulty, which probably hinges on amassing a much larger data set on the electrical conductivity of mantle minerals that considers in detail compositional effects, such as varying Fe and Al content, among others.
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