Geophysical evidence for melt in the deep lunar interior and implications for lunar evolution
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Abstract Analysis of lunar laser ranging and seismic data has yielded evidence that has been interpreted to indicate a molten zone in the lowermost mantle overlying a fluid core. Such a zone provides strong constraints on models of lunar thermal evolution. Here we determine thermochemical and physical structure of the deep Moon by inverting lunar geophysical data (mean mass and moment of inertia, tidal Love number, and electromagnetic sounding data) in combination with phase-equilibrium computations. Specifically, we assess whether a molten layer is required by the geophysical data. The main conclusion drawn from this study is that a region with high dissipation located deep within the Moon is required to explain the geophysical data. This region is located within the mantle where the solidus is crossed at a depth of ∼1200 km (≥1600°C). Inverted compositions for the partially molten layer (150–200 km thick) are enriched in FeO and TiO2 relative to the surrounding mantle. The melt phase is neutrally buoyant at pressures of ∼4.5–4.6 GPa but contains less TiO2 (<15 wt %) than the Ti-rich (∼16 wt %) melts that produced a set of high-density primitive lunar magmas (density of 3.4 g/cm3). Melt densities computed here range from 3.25 to 3.45 g/cm3 bracketing the density of lunar magmas with moderate-to-high TiO2 contents. Our results are consistent with a model of lunar evolution in which the cumulate pile formed from crystallization of the magma ocean as it overturned, trapping heat-producing elements in the lower mantle.

1. Introduction

The structure of the deep lunar interior is intimately linked to the large-scale evolution of the Moon and therefore holds the potential of constraining its compositional and thermal evolution. An illustration of this linkage is the idea that toward the end of lunar magma ocean crystallization dense titanium-rich cumulates formed near the base of the crust [Kesson and Ringwood, 1976]. This dense cumulate pile is eventually supposed to have become gravitationally unstable whereupon the TiO2-rich phases settled toward the bottom of the mantle as a result of convective overturn [e.g., Taylor and Jakes, 1974; Snyder et al., 1992; Hess and Parmentier, 1995; Wagner and Grove, 1997; Elkins-Tanton et al., 2002] where they remain partially molten due to a high complement of trapped heat-producing elements [de Vries et al., 2010]. Thus, evidence for a deep lunar melt layer would support this evolutionary model.

The absence of recent volcanic activity suggests that if partial melt is present deep within the Moon, it must be at least as dense as the surrounding mantle [e.g., Delano, 1990]. This has led several workers to experimentally investigate samples collected during the Apollo missions that are thought to have formed in volcanic eruptions on the lunar surface [Elkins-Tanton et al., 2003]. These samples represent the most primitive lunar magmas to have been collected to date [e.g., Delano, 1986]. Analyses showed that only the most TiO2-rich primitive lunar melts, corresponding to Apollo 14 black glass (∼16 wt % TiO2), would be neutrally buoyant with respect to the lunar mantle [e.g., Delano, 1990; Circone and Agee, 1996; Smith and Agee, 1997; Sakamaki et al., 2010; van Kan Parker et al., 2011, 2012]. This observation has fueled speculation that the source of pristine mare glasses, considered to be the best candidates for lunar primary magmas [Delano, 1986], could be related to the melt-bearing layer. However, given the unknown chemical composition and density of the deep melt, the generic link to the source of primary magmas is hypothetical.

In spite of geophysical evidence bearing on the deep lunar interior, details remain perfunctory largely as a result of the indirect nature of the data available. Lunar laser ranging (LLR) [e.g., Williams et al., 2001, 2012, 2014] and gravity data from orbiting spacecraft [e.g., Yan et al., 2011; Goossens et al., 2011; Konopliv et al., 2013; Lemoine et al., 2013] suggest the presence of an attenuating region deep within the Moon in line...
with conclusions drawn from analysis of dissipation-related data [e.g., Williams et al., 2001, 2014; Khan and Mosegaard, 2005; Efroimsky, 2012; Harada et al., 2014]. Seismic information on the central ~500 km of the Moon is uncertain due to lack of seismic waves penetrating this region. The curious lack of farside moonquakes has long been considered to be an indication of an attenuating, possibly molten, region in the deep lunar interior [Nakamura et al., 1973; Nakamura, 2005]. Recent analysis of the Apollo lunar seismic data for core-reflected phases has yielded tentative evidence for an outer molten and inner solid core [Weber et al., 2011; Garcia et al., 2011] that is possibly overlain by a partially molten layer [Weber et al., 2011]. Other lines of evidence for a lunar core include analysis of Apollo era and more recent Lunar Prospector and Kaguya electromagnetic sounding data, which because of limited acquisition span, only place an upper bound of evidence for a lunar core include analysis of Apollo era and more recent Lunar Prospector and Kaguya electromagnetic sounding data, which because of limited acquisition span, only place an upper bound on lunar core radius [e.g., Hood et al., 1982; Hobbs et al., 1983; Hood et al., 1999; Khan et al., 2006a; Grimm and Delory, 2012; Shimizu et al., 2013]. For more details of lunar structure we refer to the reviews of Wieczorek et al. [2006], Lognonné and Johnson [2007], Jaumann et al. [2012], and Khan et al. [2013].

Additional constraints on the deep lunar interior derive from knowledge of present-day lunar thermal structure, which controls the dynamic behavior of the mantle, its internal physical state including crucial parameters such as elastic properties, tidal and seismic dissipation, and transport properties (e.g., viscosity, conductivity, and diffusivity). Using various approaches that rely on the temperature dependence of elastic and anelastic properties and electrical conductivity of mantle minerals several studies have provided estimates of the lunar geotherm [e.g., Hood et al., 1982; Khan et al., 2006a, 2006b; Kuskov et al., 2002; Kuskov and Kronrod, 2009, 2014; Nimmo et al., 2012; Grimm, 2013; Karato, 2013]. Distinguishing between melt-free [e.g., Nimmo et al., 2012] and melt-containing [e.g., Williams et al., 2001; Khan et al., 2004] lunar models on the basis of these selenotherms, however, is not possible given that the uncertainty on temperature in the deep lunar interior is ±200–300°C [Khan et al., 2006a, 2006b; Kronrod and Kuskov, 2011].

Given the uncertainty associated with the existence of a molten layer in the lunar interior, our purpose here is to combine geophysical inverse analysis with phase-equilibrium modeling, following the approach of Khan et al. [2007], to derive information about the thermochemical and physical structure of the Moon. More specifically, our intentions are (1) to assess whether a deep-seated molten layer is a geophysical requirement and (2) to determine composition, thermal state, and physical properties of the melt. For this purpose, we simultaneously invert a set of geophysical data that bear on the deep lunar interior: mean mass and moment and (2) to determine composition, thermal state, and physical properties of the melt. For this purpose, we simultaneously invert a set of geophysical data that bear on the deep lunar interior: mean mass and moment of inertia, Love number, and electromagnetic sounding data. Combining these various data sets allows for improved sensitivity throughout the lunar interior. Although volatiles have been found in several lunar samples [e.g., Saal et al., 2008; Boyce et al., 2010; Hauri et al., 2011; Greenwood et al., 2011] and are suggested by petrological modeling studies [Elkins-Tanton and Grove, 2011], the bulk lunar volatile content is unknown but is probably low [Hirschmann et al., 2012]. In this regard, it is remarked that the presence of hydroxylated apatite does not necessarily imply a wet lunar interior [Tartése and Anand, 2012]. In view of this situation we assume that the lunar interior is anhydrous.

### 2. Melt in the Deep Lunar Interior

As reviewed elsewhere in detail [e.g., Khan et al., 2004] the existence of partial melt in the lunar interior was suggested based on signal characteristics of, at that time, the sole located farside deep moonquake and a distant meteoroid impact. Strong shear wave arrivals, the distinguishing sign of deep moonquakes, were only observed at the two closest stations corresponding to bottoming depths of ~1100 km. Waves having bottomed deeper showed no prominent shear wave arrivals and were inferred to have been attenuated during the traverse of a partially molten region [Nakamura et al., 1973]. Nakamura et al. [1974] also reported a farside meteorite impact that occurred almost diametrically opposite to the lunar seismic stations. Given the delayed P wave arrival associated with this peculiar event, the signal was interpreted to indicate a low-velocity central region; however, other interpretations of this event are possible [Sellers, 1992]. In the ~8 years that the Apollo lunar seismic experiment was underway, more than 12,000 events were recorded of which ~7000 have been classified as deep moonquakes through correlation of seismic waveforms [Nakamura, 2003, 2005]. Of all located deep moonquake clusters to date none occur within ~40° of the antipode of the Moon [Nakamura, 2005]. This implies either that moonquakes are absent in this region or that seismic waves are attenuated upon traversing the central part due to presence of partial melt. For details on the lunar seismic experiment we refer to Lognonné and Johnson [2007], Nakamura [2010], and Khan et al. [2013].
Recently, Weber et al. [2011] and Garcia et al. [2011, 2012] have reported observations of seismic phases that are purportedly core reflections. These phases, like many other later-arriving phases, are buried in the lunar seismic coda as a result of which they are difficult to extract. Although both the aforementioned studies rely on stacking of many deep moonquake waveforms to enhance the signals above the level of the coda, it is yet to be demonstrated that this method produces consistent results across all stations. As a consequence of the difficulties associated with this type of processing, the interpretation of the results by Weber et al. [2011] and Garcia et al. [2011] differs significantly. Garcia et al. favor a core with a radius of 380 ± 40 km with an outer liquid part (note that core shear wave speed is not determined), while Weber et al. [2011] find a 150 km thick partially molten mantle layer overlying a 330 km radius core, whose outer 90 km is liquid.

Analysis of recent magnetic field data acquired from the Kaguya satellite showed detection of a signal emanating from the lunar core as demonstrated by Shimizu et al. [2013]. Core size was estimated to be 290 km with an upper bound of 400 km. Additional analysis was carried out to study the influence of a partial melt layer at the bottom of the mantle on core size estimate. While it was found that a 150 km thick highly conductive partial melt layer would lead to an overestimation of core size of 40 km, it was acknowledged that the time span over which magnetic field data were analyzed was not long enough to robustly estimate any slowly varying field variations associated with a highly conductive partial melt layer.

Other geophysical evidence for a deep melt layer comes from analysis of more than 40 years of LLR data [e.g., Williams et al., 2001, 2012]. Through the detection of a displacement of the Moon's pole of rotation, an indication that dissipation is acting on the rotation, Williams et al. [2001] found that only a combined dissipation due to monthly solid-body tides raised by the Earth and Sun and a fluid core with a rotation distinct from that of the solid body were able to account for the data. In an independent analysis of the solution parameters (tidal dissipation and Love number) determined by Williams et al. [2001], Khan et al. [2004, 2005] found evidence for the presence of a region in the deep lunar interior that was much less rigid (reduced shear modulus) than the solid mantle. The most plausible inference from this evidence is that a partially molten region encompasses the lunar core. Although a partially molten zone plausibly dominates tidal damping, LLR measurements are less sensitive to the exact location of a highly dissipative layer.

The case for partial melt at depth has been further strengthened in a very recent study by Harada et al. [2014] who numerically simulated the lunar viscoelastic tidal response. Based on the assumption of Maxwellian rheology, i.e., linear stress-strain relationship, Harada et al. [2014] find that the presence of a very low viscosity layer surrounding the core is able to explain tidal dissipation measurements at monthly and annual periods. An observation that more complex rheological models have been unable to account for [e.g., Nimmo et al., 2012]. This low-viscosity layer is thought to act like a partially molten zone where most of the dissipation occurs.

In summary, geophysical evidence suggests the presence of a deep-seated lunar melt layer, although there is ambiguity as to whether the layer is located in the deep mantle or is part of the core (Figure 1).

Evidence provided by geochemical and petrological analyses of lunar rocks is more indirect. The chemical composition of a set of lunar volcanic rocks known as high-Ti basalts are characterized by high TiO₂ and FeO content [e.g., Delano, 1986]. The Ti content of these volcanic rocks is believed to be related to melting of
late-stage magma ocean cumulates that were enriched in ilmenite [e.g., *Taylor and Jakes*, 1974; *Hess*, 1991; *Snyder et al.*, 1992; *Wagner and Grove*, 1997; *Shearer and Papike*, 1999]. Toward the end of magma-ocean crystallization ilmenite-bearing cumulates would have formed a thin layer at the base of the crust and, owing to their high density relative to surrounding mantle, would become gravitationally unstable (cumulate pile overturn) and sink [e.g., *Hess and Parmentier*, 1995; *Shearer and Papike*, 1999; *Elkins-Tanton et al.*, 2002, 2011; *Shearer et al.*, 2006]. Moreover, as ilmenite cumulates likely also integrated heat-producing elements (U, Th, and K), they might be responsible for having initiated melting at depth [e.g., *Shearer et al.*, 1991] producing dynamically stable TiO$_2$-rich melts in the deep lunar interior [e.g., *Delano*, 1990; *Sakamaki et al.*, 2010; *van Kan Parker et al.*, 2012], providing an explanation for the presence of deep-seated partial melt [e.g., *Nakamura et al.*, 1973; *Williams et al.*, 2001; *Weber et al.*, 2011].

### 3. Data

The geophysical data that we consider here include mean mass ($M$) and moment of inertia ($I$), frequency-dependent electromagnetic sounding data (Apollo lunar day-side transfer functions), and second-degree tidal Love number ($k_2$). These data are sensitive to different physical properties (density, electrical conductivity, and shear modulus) and depth ranges ($M$, $I$, and $k_2$ sense integral properties), while depth sensitivity of transfer function data are frequency dependent and attain 1100–1300 km depth [e.g., *Hood et al.*, 1982; *Khan et al.*, 2006a]. Values adopted here for $M$, $I/MR^2$, and $k_2$ are summarized in Table 1 and are based on the most recent results obtained from the Gravity Recovery and Interior Laboratory (GRAIL) mission [*Williams et al.*, 2014].

Measured values for mean mass and moment of inertia are based on the value of *Williams et al.*, 2014 and rescaled to a mean lunar radius $R$ of 1737.151 km. The value employed here for $k_2$ is obtained from analysis of GRAIL data and represents a weighted mean of independent determinations by *Konopliv et al.*, 2013 and *Lemoine et al.*, 2013 with an order-of-magnitude improvement in estimated uncertainty in comparison to the latest LLR determination [*Williams et al.*, 2014].

As the mantle of a planetary body is being deformed due to an external tide-raising potential, energy is dissipated within its interior. Dissipation of energy associated with anelastic properties of a planet is usually expressed as $1/Q$ where $Q$ is the quality factor. $1/Q$ is commonly defined as the ratio of energy dissipated to the peak energy stored in the system during a cycle such that low $Q$ values are representative of highly dissipative media [e.g., *Anderson*, 1989]. In this context, the inversion presented here is based on computing mantle properties in the elastic limit, i.e., in the infinite-frequency limit. In contrast hereto, the observed Love number $k_2$ is obtained at a frequency $\omega_0$ of the lunar tide ($\sim 4 \cdot 10^{-7}$ Hz), where anelastic effects are nonnegligible [e.g., *Nimmo et al.*, 2012; *Efroimsky*, 2012; *Williams et al.*, 2014]. This is summarized in the LLR-observed low $Q$ value of $37.5 \pm 4$ [*Williams et al.*, 2014], implying that a large amount of energy is currently being dissipated within the lunar interior [e.g., *Williams et al.*, 2001; *Khan et al.*, 2004; *Nimmo et al.*, 2012; *Efroimsky*, 2012; *Harada et al.*, 2014].

Therefore, prior to inversion, the observed tidal Love number should be corrected for anelastic contributions in order that it is representative of purely elastic effects. To this end, we follow the approach of *Zharkov and Gudkova* [2005], who adopt a Kelvin Earth model, i.e., an elastic incompressible homogeneous sphere, assumed to be valid in the seismic frequency range ($\omega_0 \sim 1$ Hz) and derive (see Appendix A for details) a correction at tidal frequencies $\omega_m$ to obtain

\[
k_2(\omega) = \frac{k_2(\omega_m)}{1 + \frac{1}{Q \omega_m} \left[ 1 - \left( \frac{\omega_m}{\omega} \right)^2 \right] \cot \frac{\omega_m}{2}}
\]

### Table 1. Summary of Lunar Geophysical Data Parameters, Uncertainties, and Sources Used in the Inversion

<table>
<thead>
<tr>
<th>Data Parameter</th>
<th>Observed Value (± Uncertainty)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean radius ($R$)</td>
<td>1737.151 km</td>
<td>Williams et al. [2014]</td>
</tr>
<tr>
<td>Tidal Love number ($k_2$)</td>
<td>0.02422 ± 0.00022</td>
<td>Williams et al. [2014]</td>
</tr>
<tr>
<td>Tidal quality factor ($Q$)</td>
<td>37.5 ± 4</td>
<td>Williams et al. [2014]</td>
</tr>
<tr>
<td>Mean mass ($M$)</td>
<td>7.3463 ± 0.00088 · 10^{-22} kg</td>
<td>Williams et al. [2014]</td>
</tr>
<tr>
<td>Mean moment of inertia ($I/MR^2$)</td>
<td>0.393112 ± 0.000012</td>
<td>Williams et al. [2014]</td>
</tr>
</tbody>
</table>
Table 2. Solution Notation, Formulae, and Model Sources

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Solution</th>
<th>Formula</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>cpx</td>
<td>clinopyroxene</td>
<td>CaMg$_{1-x}$Fe$<em>x$Cr$</em>{1-y}$Si$<em>y$O$</em>{2y}$, $x+y \leq 1$</td>
<td>Holland and Powell [1996] and Klemme et al. [2009]</td>
</tr>
<tr>
<td>gt</td>
<td>garnet</td>
<td>[Fe$<em>x$Ca$</em>{1-x}$Mg$_1$]$_4$[Cr$<em>2$Al$</em>{1-y}$]$_2$Si$<em>y$O$</em>{12}$, $x+y \leq 1$</td>
<td>Holland and Powell [1998] and Klemme et al. [2009]</td>
</tr>
<tr>
<td>ilm</td>
<td>ilmenite</td>
<td>[Mg$_{1-x}$Fe$_x$]$_2$TiO$_3$</td>
<td>ideal</td>
</tr>
<tr>
<td>melt</td>
<td>melt</td>
<td>Ca-Mg-Fe-Al-Ti-Cr-silicate melt</td>
<td>Ghiorso et al. [2002]</td>
</tr>
<tr>
<td>ol</td>
<td>olivine</td>
<td>[Mg$_{1-x}$Fe$_x$]$_2$SiO$_4$</td>
<td>Holland and Powell [1998]</td>
</tr>
<tr>
<td>opx</td>
<td>orthopyroxene</td>
<td>[Cr$_{1-x-y}$]$_2$Si$<em>y$O$</em>{12}$, $x+y+w \leq 1$</td>
<td>Holland and Powell [1998] and Klemme et al. [2009]</td>
</tr>
<tr>
<td>sp</td>
<td>spinel</td>
<td>Mg$<em>x$Fe$</em>{1-x}$[Cr$<em>2$Al$</em>{1-y}$]$_2$O$_3$</td>
<td>Holland and Powell [1998] and Klemme et al. [2009]</td>
</tr>
</tbody>
</table>

*a*Unless otherwise noted, the compositional variables $u,v,w,x,$ and $y$ may vary between zero and unity and are determined as a function of the computational variables by free-energy minimization.

where the exponent $\alpha$ characterizes the frequency dependence of the dissipation. Based on seismic, geodetic, and laboratory studies $\alpha$ has been determined to be in the range 0.1–0.4 [e.g., Anderson and Minster, 1979; Smith and Dahlen, 1981; Gribb and Cooper, 1982; Benjamin et al., 2006; Jackson and Faul, 2010]. For the inversions conducted here we employ a value of $\alpha$ of 0.3, which results in a purely elastic $k_2$ of 0.0232. Implications of the choice of $\alpha$ will be discussed further in section 7.1.1.

Finally, the lunar dayside transfer functions in the form of apparent resistivity $\rho_\phi(\omega)$ are measurements of the lunar inductive response to time-varying external magnetic fields during intervals when the Moon was in the solar wind or terrestrial magnetosheath [e.g., Hood et al., 1982; Sonett, 1982]. The transfer function data are functions of frequency ($\omega$ denotes frequency) with longer periods sensing deeper and shorter periods shallower. The transfer function or apparent resistivity data are tabulated in Hobbs et al. [1983].

### 4. Petrological Modeling

The composition of the lunar mantle was explored within the system CaO-FeO-MgO-Al$_2$O$_3$-SiO$_2$-TiO$_2$. The mantle mineralogy is assumed to be dictated by equilibrium and is computed from thermodynamic data for a given model pressure, temperature, and bulk composition by Gibbs energy minimization [Connolly, 2005]. These calculations were made taking into consideration the stochiometric solid phases and species in the thermodynamic data compilation of Holland and Powell [1998, revised 2002] together with the silicate melt and nonstoichiometric phases summarized in Table 2. The equilibrium assumption is dubious at low temperature [e.g., Wood and Holloway, 1984]. In recognition of this limitation, if a model required a mineralogy at a temperature below 800 K, then the equilibrium mineralogy was calculated at 800 K. Thermodynamic properties were then computed for the assemblage so obtained at the temperature of interest. The silicate melt model (pMELTS) [Ghiorso et al., 2002] was originally calibrated using different thermodynamic data and models than used here. To minimize the inconsistency arising from this change, the reference state Gibbs energy and entropy of the pMELTS end-members were adjusted to match the liquidus temperatures and entropy changes for the end-members as reported by Ghiorso et al. [2002]. To test the resulting thermodynamic model, high-pressure liquidus phase relations were computed for the two synthetic picritic lunar glass compositions studied experimentally by Elkins-Tanton et al. [2003]. The model, extended to include Cr$_2$O$_3$ [Klemme et al., 2009], reproduce the experimental phase relations reasonably well and, in particular, are in qualitatively good agreement with the pressure of the experimentally determined orthopyroxene-olivine cotectic. In contrast, the calculated liquidus temperatures are nearly 100 K higher than the experimental determination. While discrepancies of this magnitude are undesirable, they are not unexpected in light of the error analysis by Ghiorso et al. [2002], which suggests that the error in predicted liquidus temperatures rises from ~50 K at 1 GPa to ~200 K at 7 GPa. For present purposes, assuming the experimental determinations are correct, the error has the implication that our inverse modeling

<p>| Table 3. Olivine Conductivity Parameter Values [After Yoshino et al., 2009] |
|---------------------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|</p>
<table>
<thead>
<tr>
<th>log$_{10}(\sigma_i)$</th>
<th>$H_i$ (eV)</th>
<th>log$_{10}(\sigma_i^0)$</th>
<th>$H_i$ (eV)</th>
<th>log$_{10}(\sigma_i^0)$</th>
<th>$H_i$ (eV)</th>
<th>$H_0$ (eV)</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.73 ± 0.53</td>
<td>2.31 ± 0.07</td>
<td>2.98 ± 0.85</td>
<td>1.71 ± 0.04</td>
<td>1.9 ± 0.44</td>
<td>0.92 ± 0.04</td>
<td>0.16 ± 0.02</td>
<td></td>
</tr>
</tbody>
</table>
underestimates the amount of melt stable within the lunar mantle. Nonthermodynamic transport properties and aggregate elastic moduli were computed by averaging the Hashin-Shtrikman bounds.

### 5. Electrical Conductivity Data and Laboratory-Based Conductivity Profile

#### 5.1. Mantle Mineral Electrical Conductivity Measurements

Experimental results show that electrical conductivity of minerals usually increase with temperature according to an Arrhenius relation [e.g., Tyburczy and Fisler, 1995]

\[ \sigma = \sigma_0 \exp \left( -\frac{H}{kT} \right) \]  

where \( k \) is Boltzmann’s constant, \( T \) is absolute temperature, \( \sigma_0 \) is the so-called preexponential factor, and \( H \) is activation enthalpy. The latter two parameters depend on the particular charge transport mechanism. Generally, conductivity of hydrous iron-bearing silicate minerals is given in terms of several charge transport mechanisms [e.g., Yoshino, 2010]

\[ \sigma = \sigma_i + \sigma_h + \sigma_p \]  

where \( \sigma_i, \sigma_h, \) and \( \sigma_p \) denote contributions from ionic conduction (migration of Mg site vacancies), small polaron conduction (hopping of electrons between ferric and ferrous iron sites), and conduction arising from migration of protons, respectively.

Phases of present interest include anorthite (an), olivine (ol), orthopyroxene (opx), clinopyroxene (cpx), spinel (sp), garnet (gt), ilmenite (ilm), and melt. For hydroxylated olivine we employ the parameterization of Yoshino et al. [2009]

\[ \sigma = \sigma_i^0 \exp \left( -\frac{H_i}{kT} \right) + \sigma_h^0 \exp \left( -\frac{H_h}{kT} \right) + \sigma_p^0 C_w \exp \left( -\frac{H_p - \beta C_w^{1/3}}{kT} \right) \]  

where the different values of \( \sigma_0 \) and \( H \) are preexponential factors and activation enthalpies for the various conduction mechanisms, respectively, \( C_w \) is water content (note that since we make the assumption of an anhydrous lunar interior \( C_w = 0 \) here and in the following), and \( \beta \) is a geometrical factor (Table 3). For anorthite, clinopyroxene, and orthopyroxene we rely on the measurements of Yang et al. [2011, 2012] and model conductivity for these minerals according to

\[ \sigma = \sigma_i^0 \exp \left( -\frac{H_i}{kT} \right) + \sigma_p^0 C_w \exp \left( -\frac{H_p - \beta C_w^{1/3}}{kT} \right), \]  

where \( R \) is the gas constant, \( r \) is an exponent that determines the specific water dependence, and the remaining parameters are as delineated previously (Table 4). For garnet we consider the measurements by Yoshino et al. [2008] and use equation (2) to model conductivity (Table 5). For ilmenite we consider the measurements performed by Katsura et al. [2007] who found conductivity to vary according to

\[ \sigma = \sigma_i^0 \exp \left( -\frac{E + PV}{kT} \right), \]  

where \( E, V, \) and \( P \) are activation energy, volume, and pressure, respectively (Table 6). No measurements are available for spinel; we disregard its contribution to conductivity in line with an earlier study [Khan and Shankland, 2012], where it was shown that omitting the contribution of a mineral that is present at levels

| Table 4. Anorthite (An), Orthopyroxene (Opx), and Clinopyroxene (Cpx) Conductivity Parameter Values [After Yang et al., 2011, 2012] |
|---------------------------------|----------------coon|-------------------|
| Mineral | \( \log_{10}(\sigma_0) \) (kJ/mol) | \( H_i \) (kJ/mol) | \( \log_{10}(\sigma_0^0) \) (kJ/mol) | \( H_p \) (kJ/mol) | \( r \) |
| an | 4.12 ± 0.34 | 161 ± 6 | 2.49 ± 0.14 | 77 ± 2 | 0.83 ± 0.06 |
| opx | 2.39 ± 0.18 | 105 ± 3 | 3.83 ± 0.1 | 81 ± 1 | 0.9 ± 0.04 |
| cpx | 2.16 ± 0.27 | 102 ± 5 | 3.56 ± 0.1 | 71 ± 1 | 1.13 ± 0.05 |

| Table 5. Parameters Used to Characterize Conductivity of Garnet (gt)\(^a\) |
|---------------------------------|----------------coon|-------------------|
| Mineral | \( \log_{10}(\sigma_0) \) | \( H \) (eV) |
| gt (<1300 K) | 1.73 | 1.27 |
| gt (1300–1750 K) | 3.03 | 1.59 |
| gt (>1800 K) | 4.24 | 2.02 |

\(^a\)For gt no uncertainties were provided in the original data [Yoshino et al., 2008].
Table 6. Ilmenite (ilm) Conductivity Parameters [Katsura et al., 2007]

<table>
<thead>
<tr>
<th>Mineral</th>
<th>$\sigma_0$ (S/m)</th>
<th>$E$ (eV)</th>
<th>$V$ (cm$^{-3}$/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ilm</td>
<td>15 ± 5</td>
<td>0.82 ± 0.06</td>
<td>-1.5 ± 0.2</td>
</tr>
</tbody>
</table>

<10 vol % produces a difference in bulk conductivity of <0.02 log units. For melt conductivity we employ a physical parameterization as described in, e.g., Khan and Shankland [2012] and Toffelmier and Tyburczy [2007]. In this parameterization, we consider melt layer conductivity to vary from a “current” mantle value ($\sigma_m$) to some maximum ($2\,\sigma_m + \sigma_m$), where $\sigma_m$ is typically $\leq 1$ S/m; see also section 6.4.4). Melt interconnectedness is important if melt conductivity is to dominate that of the resistive solid matrix [e.g., Shankland and Waff, 1977].

5.2. Bulk Electrical Conductivity Profile

Bulk electrical conductivity as a function of pressure (depth) for a given mineral assemblage (Figure 2) is obtained by combining the mineral phase proportions with the laboratory-measured mineral conductivities summarized above at the appropriate temperature, pressure, and composition. Contributions to bulk conductivity from single minerals are averaged using effective medium theory [Landauer, 1952; Berryman, 1995]. Use of this results in a self-consistent solution (an estimator, solid line in Figure 2) that has the important property of lying within the Hashin-Shtrikman bounds—the narrowest possible bounds that exist on an arbitrary multiphase system [Hashin and Shtrikman, 1962]. Details of this and other averaging schemes are described in, e.g., Khan and Shankland [2012] and Xu et al. [2000a].

5.3. Oxygen Fugacity and Miscellaneous Effects

Most of the experiments described above were carried out at oxygen fugacities ($f_{O_2}$) close to the Iron-Wuestite (IW) buffer. The experiments by Yang et al. [2011, 2012] were performed at $f_{O_2}$ controlled by the Ni-NiO buffer, while the measurements by Yoshino et al. [2008, 2009] were buffered by Mo-MoO$_2$, which is expected to be close to the IW buffer [Longhi, 1992], and Katsura et al. [2007] carried out their measurements at $f_{O_2} = \text{IW}$. In comparison, the redox conditions of most lunar materials fall into the range $\Delta \text{IW} = -2$ to $\Delta \text{IW} = 0$ [Sato et al., 1973; Haggerty, 1978]. This implies considerable overlap between lunar mantle redox conditions and those at which the experiments were performed obviating the need for $f_{O_2}$ corrections to electrical conductivity.

In relation to influence of oxygen fugacity, there has been some discussion in the literature [e.g., Karato, 2011; Karato and Wang, 2012] of the importance of correcting conductivity for $f_{O_2}$ in spite of the fact that these are not likely to exceed 0.5 log units and therefore a priori not geophysically discernable. Karato [2011], for example, considers an $f_{O_2}$ correction term to conductivity of the form

$$
\sigma = \left( \frac{f_{O_2}}{f_{O_2}^{\text{ref}}} \right)^{\alpha} \sigma' \tag{7}
$$
where \( f_{O_2} \) is oxygen fugacity, \( f_{O_2}^{ref} \) is a reference conductivity, \( q \) is an exponent, typically small (<1), that determines \( f_{O_2} \) dependence (e.g., Duba and Constable [1993] and Schock et al. [1989] have determined \( q \) for olivine and found a value of 1/6), and \( \sigma' \) is conductivity prior to correction. In order to test the importance of oxygen fugacity effects on electrical conductivity via equation (7), we performed the same inversions (to be described) with the term added but found essentially no differences in comparison to inversions without this term. The reason for the absence of any significant effect is that the \( f_{O_2} \) correction term advocated by Karato is not applied self-consistently, in the sense that \( f_{O_2} \)-related changes to phase equilibria are not considered concomitantly. Apart from the activation volume for ilmenite, which is large and negative, we neglect the variation in conductivities due to pressure. This neglect is justified given (1) that pressure varies little over the depth of the lunar mantle and (2) that pressure effects on electrical conductivity of upper mantle minerals, particularly olivine, have been observed to be weak [Xu et al., 2000b]. Conductivity of olivine, for example, was found to change by less than a factor of 2.5 when activation volume was varied \( \pm 0.6 \text{ cm}^3/\text{mol} \).

As in Xu et al. [2000a] and previous studies [e.g., Khan and Shankland, 2012] no corrections were made for grain boundary effects, given that substantial systematic variations in conductivity are yet to be observed [e.g., Duba and Shankland, 1982; Roberts and Tyburczy, 1993; Xu et al., 2000a; ten Grotenhuis et al., 2004; Dai et al., 2008; Watson et al., 2010].

Conductivity measurements performed by other groups, e.g., those by Poe et al. [2010] and Wang et al. [2006] on hydrous olivine, Dai and Karato [2009a, 2009b] and Dai et al. [2012] on hydrous orthopyroxene and pyrope-rich garnet, and Romano et al. [2006] on pyrope-almandine garnets were not considered here. For an alternative database containing these and other measurements the reader is referred to, e.g., Pommier and Le Trong [2011]. As discussed in detail in Khan and Shankland [2012] use of different data sets can result in different outcomes. However, as we consider uncertainties in measured conductivity parameters (see next section), we automatically provide for larger variations and are thus a priori less likely to bias the results.

### 6. Computational Aspects

#### 6.1. Parameterization

We assume a spherically symmetric model of the Moon (Figure 3), which is divided into a number of layers corresponding to crust, mantle, lower mantle layer, and core of which the latter three are variable in thickness. The crustal layer is parameterized using composition \( c_{cr} \).
Table 7. Prior Bounds on Bulk Mantle Model Compositions (All Values in wt %)

<table>
<thead>
<tr>
<th>Component</th>
<th>Crust</th>
<th>Mantle</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>13–18</td>
<td>1–8</td>
</tr>
<tr>
<td>FeO</td>
<td>5.5–7.5</td>
<td>5–15</td>
</tr>
<tr>
<td>MgO</td>
<td>6–8</td>
<td>25–55</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>22–28</td>
<td>1–8</td>
</tr>
<tr>
<td>SiO₂</td>
<td>40–50</td>
<td>35–55</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.01–1</td>
<td>0.5–15</td>
</tr>
</tbody>
</table>

(see Table 7), temperature $T$ and fixed thickness $d_c$. The mantle is divided into two layers that are parameterized by thicknesses $d_M$ and $d_{LM}$, composition $c_M$ and $c_{LM}$, and temperature $T$. Mantle compositions are uniform in each layer, and temperature is defined at a number of fixed radial nodes. The physical properties of the core are specified by radius ($r_c$), density ($\rho_c$), and electrical conductivity ($\sigma_c$). The core layer is simplified because we lack a thermodynamic database for modeling metallic compositions. To determine the mineralogical structure and corresponding mass density, it is also necessary to specify the pressure profile, which is obtained by integrating the load from the surface.

6.2. Forward Problem

The forward problem (Figure 4) consists of the following steps (all model parameters are assumed to be functions of radius):

Steps 1–2: $c, T \xrightarrow{\Omega_1} W \xrightarrow{\Omega_2} \mu, \kappa, \rho$. Equilibrium mineralogy $W$ and isotropic elastic parameters $\mu$ (shear modulus), $\kappa$ (bulk modulus), and density $\rho$ are computed using the thermodynamic code Perple_X [Connolly, 2005] (for details see section 4). Computed mineralogy for a given lunar composition and geotherm is illustrated in Figure 2.

Step 3: $W \xrightarrow{\Omega_1} \sigma$. Computation of bulk electrical conductivity from laboratory estimates of single mineral conductivity is described in section 5.

Steps 4–6: $\mu, \kappa, \rho, \sigma \xrightarrow{\Omega_1, \Omega_2} k_2, M, I, \rho_c$. The final steps involve computing synthetic data that can be compared to observations. Computing Love numbers and transfer functions from radial profiles of $\mu, \kappa, \rho$, and $\sigma$ are described in Khan et al. [2004] and Khan et al. [2006b], respectively, and we refer to those studies for details.

6.3. Inverse Problem

Within a Bayesian framework, the solution to the general inverse problem $d = g(m)$, where $d$ is a data vector containing observations and $g$ a typically nonlinear operator that maps a model parameter vector $m$ into data, is given by [e.g., Mosegaard and Tarantola, 1995]

$$\sigma(m) = kf(m)L(m), \quad (8)$$

where $k$ is a normalization constant, $f(m)$ is the prior probability distribution on model parameters (see next section), i.e., information about model parameters obtained independently of the data under consideration, $L(m)$ is the likelihood function, which can be interpreted as a measure of misfit between the observations and the predictions from model $m$, and $\sigma(m)$ is the posterior model parameter distribution containing the solution to the inverse problem. The particular form of $L(m)$ is determined by the observations, their uncertainties, and how these are employed to model data noise (to be enunciated below).

To sample the posterior distribution (equation (8)) in the model space, we employ the Metropolis algorithm [e.g., Mosegaard and Tarantola, 1995]. Although this algorithm is based on random sampling of the model space, only models that result in a good data fit and are consistent with prior information are frequently sampled (importance sampling). The Metropolis algorithm is capable of sampling the model space with a sampling density proportional to the target posterior probability density without excessively sampling low-probability areas. This is particularly important when we consider high-dimensional model spaces in which a large proportion of the volume may have near-zero probability density.

6.4. Prior Information

6.4.1. Crust and Mantle Composition

We model composition $c'_i$ using the CaO-FeO-MgO-Al₂O₃-SiO₂-TiO₂ (CFMASTE) model system, where indices $i$ and $k$ run over crust or mantle layers and CFMASTE chemical components, respectively. Crustal and mantle compositions are varied uniformly within the bounds given in Table 7 with the constraint that a given composition sums to 100 wt % resulting in five independent chemical components that need to be determined
in each layer. These wide ranges are chosen so as to encompass the entire suite of potential lunar compositions derived from sample, geochemical, and geophysical analyses [e.g., Khan et al., 2006a; Kuskov et al., 2002]. Results from the recent GRAIL mission have revealed that the density of the lunar highland crust is substantially lower than previously thought implying high levels of porosity that extend to a few kilometers depth [Wieczorek et al., 2013; Besserer et al., 2014]. To model effects of porosity on \( \rho, p \) and \( S \) wave speeds, we employ a simple function of the form \( \rho_i' = \rho_i \cdot \dot{\phi} \), where \( \rho_i \) is density in crustal layer \( i \) computed thermodynamically and \( \dot{\phi} \) is a porosity parameter that varies with depth based on the results from GRAIL [Wieczorek et al., 2013]. This results in 18 compositional parameters.

6.4.2. Temperature
We assume mantle temperature to be uniformly distributed with no lower or upper bounds, except for a constant surface temperature of 0°C. We additionally employ the constraint \( T_{j+1} \leq T_j \leq T_{j-1} \) where \( T_i \) is temperature in layer \( j \), i.e., temperature does not decrease with depth. In this scheme we determine temperature in 20 uniform layers, yielding 20 thermal parameters.

6.4.3. Layer Thickness
Crustal thickness is fixed at 40 km depth after Wieczorek et al. [2013], whereas thickness of the two mantle layers is variable via their interface. The latter is assumed to be uniformly distributed within the range 1100–1300 km depth; this yields one parameter.

6.4.4. Melt Layer Conductivity
Should a melt phase, for a given composition and geotherm, stabilize in the deep lunar interior, we consider, following Khan and Shankland [2012] and Tofflemier and Tyburczy [2007], melt layer conductivity to vary from the current “background” mantle value (\( \sigma_m \)), computed as described in section 4, and up to a maximum of \( 2 + \sigma_m \) (S/m), i.e., \( \sigma_{melt} = \sigma_m + 2e \), where \( e \) is a randomly distributed number in the interval 0–1. These values are based on low-pressure conductivity measurements of various melts [e.g., Pommier et al., 2010; Yoshino et al., 2010].

6.4.5. Core
The core is parameterized in terms of radius (\( r_{\text{core}} \)), density (\( \rho_{\text{core}} \)), electrical conductivity (\( \sigma_{\text{core}} \)), and shear (\( \mu_{\text{core}} \)) moduli. We assume \( r_{\text{core}} \) and \( \rho_{\text{core}} \) to be distributed uniformly in the intervals \( 0 < r_{\text{core}} < 437 \) km and \( \rho_m < \rho_{\text{core}} < \rho_c \), respectively, where \( \rho_m \) is the value of \( \rho \) at the base of the mantle and \( \rho_c = 5.55 \text{g/cm}^3 \) (density of pure \( \gamma \)-Fe at the conditions at the center of the Moon). Based on analyses of LLR data that appear to require the presence of a liquid core [e.g., Williams et al., 2001, 2012], we fix \( \mu_{\text{core}} \sim 0 \) Pa (the value of \( \kappa_{\text{core}} \) is less important) throughout the core. This choice will be discussed further in section 7.1.1. \( \sigma_{\text{core}} \) \( \in [\sigma_m; \sigma_c] \), where \( \sigma_m \) is electrical conductivity at the base of the mantle and \( \sigma_c = 10^2 \) S/m after Stacey and Anderson [2001].

6.4.6. Overall Parameterization
In summary, given values of the parameters described above we compute equilibrium modal mineralogy, density, bulk and shear moduli, and bulk conductivity from the surface downward as a function of pressure, temperature, and composition at intervals of 20 km in the depth range 1–1300 km providing adequate depth resolution.

The particular parameterization chosen here was found by conducting trial inversions and reflects a particular parameterization that is very near the simplest, while capable of fitting the data within uncertainties. Also, uncertainties on measured mineral physics parameters related to the thermodynamic formulation are presently not considered as we currently lack ability to model the various thermodynamic parameter trade-offs. As a result, actual uncertainties are likely larger than indicated here.

6.4.7. Electrical Conductivity Parameters
As in our previous analyses uncertainties in all parameters relevant to modeling conductivity (e.g., preexponential factor and activation enthalpy) are considered by assuming that these are uniformly distributed within bounds of \([p - \Delta p; p + \Delta p]\), where \( p \) is any of the aforementioned parameters and \( \Delta p \) the associated uncertainty.

6.5. Sampling the Posterior Distribution
We assume that data noise can be modeled using a Gaussian distribution and that observational uncertainties and calculation errors between the various data sets are independent. As a result the likelihood function can be written as

\[
L(m) \propto \exp \left( -\frac{[(d_{obs}^1 - d_{cal}^1(m))^2]}{2\sigma_{d_1}^2} - \frac{[(d_{obs}^2 - d_{cal}^2(m))^2]}{2\sigma_{d_2}^2} - \frac{[(d_{obs}^3 - d_{cal}^3(m))^2]}{2\sigma_{d_3}^2} - \sum a \frac{[(d_{obs}^{a(a)} - d_{cal}^{a(a)}(m))^2]}{2\sigma_{d_{a(a)}}^2} \right)
\]
Figure 5. Computed data (synthetics). Data are computed from all sampled models retained for analysis here and include (a) mass, (b) moment of inertia, (c) $k_2$, and (d) electromagnetic sounding data. For the latter, observed lunar electromagnetic sounding data and error bars are superimposed, whereas observed values for mean mass, mean moment of inertia, and purely elastic $k_2$ are indicated above the histograms.

where $d_{\text{obs}}$ denotes observed data, $d_{\text{calc}}(m)$ calculated data, superscripts $M$, $I$, $k_2$, and $\rho(\omega)$ denote the various data sets, respectively, and $\sigma_M$, $\sigma_I$, $\sigma_k$, and $\sigma_{\rho(\omega)}$ uncertainty on either of these. $\rho(\omega)$ is apparent resistivity and a function of frequency $\omega$.

The main purpose of using a probabilistic inference approach to solving the nonlinear inverse problems posited here is not to present a single realization from the posterior distribution but to display the information gathered from a whole series of sampled models. A characteristic feature of this approach is that sampled models might be structurally different, thus accentuating diverse structural features within the Moon. However, and this is the important point, all models have relatively high likelihood values and fit data within uncertainties (see Figure 5). This implies that only the statistical nature of model features is of interest, which is analyzed and interpreted probabilistically. Note that in the following we limit ourselves to showing the posterior distributions only and omit, for brevity, the corresponding prior distributions.

7. Results and Discussion

7.1. Implications for Lunar Internal Structure

7.1.1. A Partially Molten Interior: Seismic Structure

The presence of partial melt deep in the lunar mantle has been suggested as part of the interpretation of a seismically defined attenuating zone at the bottom of the mantle [e.g., 1973; Nakamura, 2005; Weber et al., 2011]. Independent observations and analyses based on LLR data support this interpretation, although the distinction between this and a partially or entirely molten core has been less clear [e.g., Williams et al., 2001, 2012; Khan et al., 2004; Khan and Mosegaard, 2005]. Our inversion results are shown in Figure 6 (all illustrated models fit data within uncertainties) and indicate that the deep lunar interior is partially molten. In particular, shear wave speed profiles clearly point to the presence of significant amounts of melt at depths $\geq 1200$ km that reach values as low as $\sim 1$ km/s. This melt zone effectively comprises about 100–150 km of the bottom mantle (depth range $\sim 1250$–1400 km) where temperatures in excess of 1600°C are reached (see section 7.1.3 for further discussion). The present result is in good agreement with that of Harada et al. [2014], who found evidence for a low-viscosity layer at the bottom of the mantle (depth range $\sim 1250$–1400 km) from viscoelastic tidal dissipation modeling. This low-viscosity layer is interpreted to represent a partially
molten region surrounding a liquid core, although Harada et al. [2014] did not attempt to independently determine elastic structure of the mantle and core but only rheology and outer radius of the low-viscosity layer. Their background structure was based on the model of Weber et al. [2011]. Undoubtedly, other models possibly exist that fit data, but the importance of their low-viscosity partial melt layer model is its ability to match the observed lunar tidal quality factor \( Q \) at (1) both monthly and annual periods and (2) the weak
negative frequency dependence of $Q$ that results in a decrease of $Q$ with increasing frequency as observed from analysis of LLR data [e.g., Williams et al., 2001].

As noted in section 6.4 we fix core state to be entirely liquid in line with inferences drawn from LLR data [e.g., Williams et al., 2001]. To test the implications of this for the melt layer, we performed a set of additional inversions where we assumed the inner core to be solid and the outer core to be liquid in line with the model proposed by Weber et al. [2011]. Inner core radius was fixed to 250 km because of lack of data sensitivity to this parameter, while outer core radius figured, as before, as a model parameter. Inner core shear wave speed was fixed to 2.5 km/s [cf. Weber et al., 2011]. The results of these inversions are also shown in Figure 6 and clearly support the contention of a deep lunar melt layer. Small differences are palpable; the melt layer appears to be slightly thicker (10–20 km) and also seems to sample slightly lower shear wave speeds (down to $\sim$0.5 km/s) than in the liquid core case.

For comparison, the seismic shear wave speed model of Weber et al. [2011] is also shown. The approximate location and size of the partial melt zone is observed to agree fairly well with the determination here, whereas absolute $P$ and $S$ wave speeds within the melt layer appear to be overestimated by Weber et al. [2011]. Several factors come into play here. First of all, discrepancies have to be viewed in the light of the limiting resolution and poor sensitivity to overall core properties that exists in the approaches of Weber et al. [2011] and Garcia et al. [2011] as discussed in section 2. Second, and in addition to poor resolution, absolute velocities in the core trade off with those in the mantle, which can significantly influence estimated core properties. This is accentuated in the difference between the core models of Weber et al. and Garcia et al. Third, whereas Garcia et al. determine mantle seismic wave speed structure in addition to core properties (only density and radius), Weber et al. do not independently attempt to retrieve mantle structure but instead fix mantle wave speeds and densities to the model of Gagnepain-Beyneix et al. [2006]. As a consequence, different mantle structures may provide the explanation for the differences in the core models of Weber et al. and Garcia et al. and the models obtained here. Note also that while no uncertainty estimates are quoted for the mantle model of Weber et al., these are in the range $\sim$0.3–1 km/s depending on depth [Gagnepain-Beyneix et al., 2006]. Also, No uncertainties are quoted for core properties.

As a point of observation, we would like to note that the tidal Love number reported by Weber et al. [2011] for the model including a partially molten layer in the depth range $\sim$1250–1400 km is 0.0232, which is in close agreement with our anelastically corrected $k_2$ value. For comparison, in the inversion of Garcia et al. [2011], where no partially molten layer was found, much lower $k_2$ values (0.0213 $\pm$ 0.0025) were considered that correspond to solid-body values. To reduce rigidity, small amounts of melt or liquid have to be present in the deep lunar interior and several numerical simulations and inversions have shown that $k_2$ correlates positively with melt vol %%. These results thus support the observation that lunar rigidity decreases significantly in the deep mantle (Figure 6) and suggests that a dissipative region, such as a partially molten layer, is required at the depth of the core-mantle boundary to fit the observed Love number in accordance with LLR-based observations and viscoelastic modeling [e.g., Williams et al., 2001; Harada et al., 2014].

Additional melt-free runs where data sets/points were inverted separately clearly showed the sensitivity of $k_2$ to rigidity structure of the deep lunar interior. The other data sets all fit observations within uncertainties, except for $k_2$. This indicates, as expected, that the data point most sensitive to the melt zone is $k_2$. However, the importance of considering the other data jointly with $k_2$ is that these provide information about other parts of the model (cf. Figure 4) and thereby help constrain the part sensed mainly by $k_2$.

**7.1.2. A Partially Molten Interior: Dependence on $\alpha$**

In correcting $k_2$ for the anelastic contribution (section 3), we assumed that dissipation is frequency dependent ($Q \propto \omega^\alpha$) with frequency exponent $\alpha$ as implied by the absorption band model of Anderson and Minster [1979]. As a result of the anelastic correction employed here both $k_2$ and $Q$ depend on frequency in agreement with predictions based on viscoelastic models [e.g., Nimmo et al., 2012; Efroimsky, 2012; Harada et al., 2014]. The value of $\alpha$, however, is less well determined, ranging from 0.1 to 0.4, based on seismic, geodetic measurements, and laboratory studies [e.g., Anderson, 1989; Jackson et al., 2002; Benjamin et al., 2006; Nimmo et al., 2012]. To study the influence of $\alpha$ on the presence of a deep melt layer, we conducted inversions for several values of $\alpha$ in the range 0.1–0.4. We observed, as expected from the discussion in the previous section, that by lowering $\alpha$ (smaller $k_2$) the requirement for melting in the deep lunar interior disappears. While continuously diminishing in thickness as $\alpha$ decreases to 0.1, the melt layer disappears for $\alpha < 0.1$, approaching a solid-body $k_2$ value.
As noted earlier LLR is sensitive to tidal dissipation and when fitting LLR data Williams et al. [2001] detected four dissipation terms. A model that combined dissipation from tides and a fluid core was found to account for all four amplitudes (at periods of 1 month, 206 days, 1 year, and 1095 days). While dissipation at 1 month and 1 year could be fit with values of $\alpha$ that ranged from small positive to negative values, the 1095 day dissipation term could only be fit using negative exponents ($\alpha = -0.17 \pm 0.10$). This contrasts with observations from experimental, seismological, and geodetic measurements that point to positive values of $\alpha$ as expected for solid bodies such as Earth. A means of explaining this discrepancy would be to call for a more complex description where $\alpha$ depends not only on depth but also on rheological properties. Although speculative, there is some indication from data that appear to support such a model. First off, since dissipation is frequency dependent, we would expect that sensitivity in depth grows with increasing period [e.g., Benjamin et al., 2006]. Thus, dissipation at relatively short-to-medium periods ($\leq$1 year) sounds the solid part of the upper and middle mantle and concurs with generally positive values of $\alpha$. Dissipation at longer periods (>1 year), on the other hand, probes the deeper mantle and core [e.g., Benjamin et al., 2006], i.e., partial melt layer and liquid core. Since these parts behave rheologically differently than solid rock, a different value of $\alpha$ is not entirely unexpected. Jackson et al. [2004], for example, have found evidence that presence of melt can lead to a reduction of $\alpha$ in addition to a change of its sign in line with the LLR observations of Williams et al. [2001]. For the short periods considered in our study and because dissipation is not considered in detail, positive depth-independent values of $\alpha$ are a reasonable approximation. We leave it for future studies to consider this in more detail.

### 7.1.3. A Partially Molten Interior: Mantle Temperature and Conductivity Structure

Sampled lunar mantle temperature and bulk electrical conductivity profiles are shown in Figure 7. Average thermal gradients in the mantle range from 0.5 to 0.6°C/km, corresponding to temperatures around
Table 8. Literature, Input, and Inverted Model Compositions

<table>
<thead>
<tr>
<th>Element</th>
<th>Crust (Input)</th>
<th>Bulk Mantle</th>
<th>Partial Melt</th>
<th>TWM</th>
<th>LPUM</th>
<th>KK11</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>16</td>
<td>2–6</td>
<td>4–8</td>
<td>4.6</td>
<td>3.18</td>
<td>3–4.7</td>
</tr>
<tr>
<td>FeO</td>
<td>6.5</td>
<td>10–13</td>
<td>14–24</td>
<td>10.9</td>
<td>7.62</td>
<td>9.9–12.1</td>
</tr>
<tr>
<td>MgO</td>
<td>7</td>
<td>32–36</td>
<td>29–32</td>
<td>32.7</td>
<td>38.3</td>
<td>29.5–38.8</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>25</td>
<td>2–4.5</td>
<td>0–2</td>
<td>6.14</td>
<td>3.93</td>
<td>3.8–5.8</td>
</tr>
<tr>
<td>SiO₂</td>
<td>45</td>
<td>40–46</td>
<td>36–40</td>
<td>44.4</td>
<td>46.1</td>
<td>49–52.3</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.5</td>
<td>0.1–3</td>
<td>7–13</td>
<td>0.31</td>
<td>0.17</td>
<td>–</td>
</tr>
</tbody>
</table>

As starting (input) mantle compositions we use the Taylor whole mantle composition [Taylor, 1982]. The crustal input composition is also taken from Taylor [1982]. LPUM and KK11 represent the lunar primitive upper mantle composition of Longhi [2003] and the average range in bulk mantle composition from different models as summarized by Kronrod and Kuskov [2011]. Inverted compositions quoted here correspond to the range containing the highest posterior probability. All numbers are in wt %.

1600–1800°C at 1300 km depth inside the partial melt layer. For reference, the lunar and peridotite solidi of Longhi [2006] and Hirschmann [2000] are also shown. The lunar solidi correspond to lunar primitive upper mantle (LPUM) [Longhi, 2003] and Taylor whole Moon (TWM) [Taylor, 1982] compositions (see Table 8). There is considerable overlap between the peridotite and LPUM solidi, reflecting similarity in composition. Moreover, we observe significant overlap between the location where melting is observed to occur presently and the location where the inverted lunar geotherms cross the solidi (below ~1100 km depth). This suggests that melting is likely to occur in the deep lunar interior forming a highly dissipative layer that surrounds a possibly liquid core in line with the results presented in section 7.1.1.

The lunar conductivity profile shows, apart from a decrease below 200 km depth, a continuous increase in conductivity throughout the mantle. The negative conductivity gradient below 200 km depth is related to the increase in the fraction of olivine at the expense of orthopyroxene, which is more conductive than olivine. As expected the melt zone appears to comprise relatively high conductivities on account of the presence of melt, despite the limited sensitivity of the lunar dayside transfer functions to deep mantle structure.

In relation to lunar temperature and conductivity profiles estimated here, independent thermal models have been derived by Kuskov and Kronrod [2009], Grimm [2013], and Karato [2013], which are also shown in Figure 7, in addition to the Apollo era conductivity models of Hood et al. [1982]. The thermal profile obtained by Kuskov and Kronrod [2009] derives from mapping various Apollo era and more recent lunar seismic models into temperature. For this purpose Kuskov and Kronrod consider a number of compositions ranging from olivine pyroxenite over pyrolite to a Ca- and Al-enriched composition. Based on a thermodynamic modeling scheme in line with our implementation, Kuskov and Kronrod predict a range of mantle temperatures that result in seismic wave speeds that fit the literature models. The model shown in Figure 7 is summarized as approximating these results, and although no error bounds are provided, these are likely to be 200–400°C [see Kuskov and Kronrod, 2009, Figure 5]. Note that the model of Kuskov and Kronrod is only valid for subsolidus conditions, which provides part of the reason for the observed differences between the lunar geotherms, in addition to those related to differences in data.

The study of Grimm [2013] focuses on thermal evolution of the Procellarum KREEP Terrane and models this using a thermal conduction model that includes a range of thermal conductivities, heat production rates, KREEP layer thicknesses, and mantle starting temperatures. Importantly, Grimm couples these models with present-day estimates of topography, gravity, and electrical conductivity across the region. The results indicate that in order for the conductivity data (lunar transfer functions of Hobbs et al. [1983]) to be fit with purely conductive thermal profiles, the upper mantle needs to be compositionally enriched in either Fe or Al or contain an additional complement of water (hydrogen). Grimm favors Fe, corresponding to an upper mantle magnesium number of 75–80 (Figure 7), because of consistency with compositional estimates from combined thermochemical and seismic modeling [e.g., Kuskov and Kronrod, 2009; Khan et al., 2006b] and thus with the results obtained here.
Figure 8. Sampled melt compositions for the neutrally to negatively buoyant models (cf. gray circles in Figure 9). Left and right columns show bulk mantle and melt compositions in the CFMASTi system (comprising the oxides of the elements CaO-FeO-MgO-Al₂O₃-SiO₂-TiO₂, respectively.

In the study of Karato (2013) a slightly different approach is taken. Karato considers the mean Apollo era conductivity profile derived by Hood et al. (1982) (dashed line in Figure 7A), in combination with the observed amount of tidal dissipation (Q) to simultaneously constrain the distribution of water and temperature in the mantle. Models are constructed on the basis of laboratory data and supplemented with theoretical models of the effect of water on conductivity and dissipative (anelastic) properties of the mantle. Based on various combinations of thermal profiles, water contents, and mantle mineralogy (either pure olivine or orthopyroxene), Karato concludes that (1) the lunar mantle appears to be cooler than Earth’s (over the same pressure range), (2) to contain a similar complement of water as Earth’s asthenosphere (∼0.01 wt%), and (3) is unlikely to be partially molten.

The latter conclusion contrasts with our observations and those of Harada et al. (2014) that seem to require the presence of melt in the deep lunar interior to explain the amplitude and frequency dependence of the observed tidal deformation. The observed discrepancy between Karato’s model geotherms and ours is essentially due to adherence to dry conditions here. Additions of small amounts of water will indeed act to reduce temperatures in the mantle but will also lower the solidus [e.g., Hirschmann, 2006]. However,
estimating the latter effect quantitatively is complicated in the light of the unknown lunar mantle water content. Also, it should be kept in mind that the approach of Karato [2013], although very comprehensive, is nonetheless limited to “forward modeling” of a few models and comparison to literature estimates (conductivity profile), which can tend to obscure trade-offs between various model parameters (e.g., water content, $f_{O_2}$, temperature, composition, and mineralogy). In relation to the lunar conductivity model considered by Karato [2013], it appears that this particular conductivity profile is too resistive in the shallow lunar mantle and may not fit the lunar electromagnetic transfer function data (S.-I. Karato, personal communication, 2014). This evidently affects the modeled temperature profile and explains the offset between the thermal structure derived here and by Karato [2013] in the upper 600 km of the lunar mantle. In contrast to the upper mantle, the lower mantle (> 800 km depth) conductivity profile modeled by Karato [2013] coincides with the profiles derived here, as a result of which we observe considerable overlap between Karato’s “dry” model geotherms and ours from ~800 km depth.

7.2. Melt Composition and the Fate of Ti-Rich Cumulates: Implications for Lunar Evolution

Bulk mantle and neutrally to negatively buoyant melt compositions derived here are shown in Figure 8 and summarized in Table 8. Bulk mantle compositions are generally found to agree with independent geophysical and cosmochemical estimates of lunar bulk silicate composition [e.g., Warren, 2005; Taylor et al., 2006; Kronrod and Kuskov, 2011; Taylor, 2014]. With the exception of bulk mantle CaO and TiO$_2$ content, most of the elements appear to be well resolved. Another robust feature of the inverted compositions is the relative distribution of elements between bulk mantle and lower mantle melt layer. Melt composition will be discussed further below.

Melt density is critical through buoyancy. Our results show (see Figure 9) that melt density ranges from ~3.25 to 3.45 g/cm$^3$ at the core-mantle boundary (CMB), equivalent to pressures of ~4.5–4.6 GPa. Here we find that the largest concentration of gravitationally stable melts are centered in the density range 3.25–3.45 g/cm$^3$ with the largest number of models confined to the range 3.3–3.45 g/cm$^3$, whereas positively buoyant melts appear to be less common and span a narrower range ~3.2–3.35 g/cm$^3$.

The neutrally buoyant melt compositions (Figure 8) are observed to be strongly enriched (by factor of almost 2) in FeO and TiO$_2$ relative to bulk mantle. In comparison, the TiO$_2$ content of the picritic lunar glasses varies from 0.26 to 16.4 wt % [Delano, 1986]. According to various density studies [Delano, 1990; Sakamaki et al., 2010; van Kan Parker et al., 2011], our computed melt chemical compositions and
density values are in overall agreement with the melts that originated the green and orange glasses. These melts have low-to-moderate TiO$_2$ contents ($\leq$9 wt % TiO$_2$) and are denser than mare basalts ($\rho < 3.0$ g/cm$^3$) but less dense than the Ti-rich melts that produced black glasses ($\rho > 3.4$ g/cm$^3$ at the CMB). However, we do not seek to match the lunar picritic glass compositions because the melt compositions obtained in the inversion are in equilibrium with the mantle host rocks, whereas the melts represented by lunar glasses were almost certainly modified during ascent through the mantle. Even if melt density is highly dependent on TiO$_2$ content [Delano, 1990], the models that produce neutrally buoyant melt are observed to have high FeO contents relative to the surrounding mantle and are not necessarily those with high TiO$_2$ contents. Figure 10 depicts variation in melt density as a function of composition (here limited to FeO and TiO$_2$) and temperature. While a positive correlation between melt density and FeO content is evident, no clear correlation is apparent in the case of TiO$_2$. Melt density is seen to decrease with increasing temperatures as expected.

The solid matrix of the partially molten layer (Figure 11) is typically garnet (if $\rho_{\text{bulk}} > \rho_{\text{melt}}$) or a mixture of garnet, olivine and orthopyroxene (if $\rho_{\text{melt}} > \rho_{\text{bulk}}$). In both cases, the computed proportion of melt that can be in equilibrium at the prevailing pressure and temperature conditions of the deep lunar interior is relative large (<40 vol %). For comparison, Delano [1990] has previously suggested that the proportion of melt in this layer cannot exceed 10 vol %, considering that sunk melts are Ti rich (20 wt %) and that the bulk abundance of TiO$_2$ in the Moon is 0.15–0.20 wt % [Jones and Delano, 1989].

van Kan Parker et al. [2011] demonstrated experimentally that molten orange glass will be less dense than equilibrium olivine. These authors also showed that the density crossover of the melt source of orange glass composition with orthopyroxene occurs at $\sim$2.8 GPa ($\sim$520 km depth), meaning that these melts are buoyant with respect to their source region to 520 km depth, enabling their rise to the surface without external driving forces. Therefore, if melt with a density similar to the one investigated by van Kan Parker et al. [2011] is stored at the CMB, i.e., at a deeper depth than the density crossover, then the buoyancy of the melt could hinder its extraction to shallower depths and its involvement as part of lunar primary magma formation. This is in agreement with recent experimental results showing that only much denser melts (containing $\sim$16 wt % TiO$_2$) are neutrally buoyant at the lunar CMB [Sakamaki et al., 2010; van Kan Parker et al., 2011].

The present-day temperatures that we find (cf. Figure 7) at a depth of 1200 km are $\geq 1600^\circ$C and thus in excess of the solidus temperatures ($\sim 1500^\circ$C) required for partial melting of TiO$_2$-rich material at high
Figure 11. Inverted lunar mantle mineralogy. Phases are the following: ol (olivine), opx (orthopyroxene), cpx (clinopyroxene), gt (garnet), spinel (sp), melt (melt), ilmenite (ilm), and anorthite (an).

pressure [Wyatt, 1977; Longhi, 2006]. These relatively high temperatures are supported by thermal modeling that takes into account the distribution of radiogenic heat-producing elements, e.g., U, K, and Th, in the various lunar magma ocean reservoirs [e.g., de Vries et al., 2010]. In particular, the TiO$_2$-rich cumulates are enriched in U and Th providing the heat source required to maintain both supersolidus temperatures in the deep lunar interior and low core cooling rates. If the core cools too rapidly, mantle temperatures are influenced by plumes that rise from a layer surrounding the CMB. These plumes, however, do not transport dense ilmenite-rich material but only the less dense silicate material to the surface.

The existence of a present-day melt layer provides strong constraints on the thermal evolution of the magma ocean in that a number of dynamical requirements have to be met: (1) sinking of late-stage cumulates enriched in incompatible radiogenic heat-producing elements, (2) the formation of a stable layer from these cumulates, and (3) the stable layer has to remain molten to the present. The redistribution of heat-producing elements via their incompatible nature with the early lunar magma ocean cumulates that crystallize and their preferential incorporation into ilmenite and clinopyroxene and the extraction of these minerals toward the bottom as a result of late-stage cumulate overturn is clearly favored. In the absence of this process it is difficult to envisage how a melt layer would remain stably stratified to this day.

8. Summary and Concluding Remarks

As summarized in section 2 there is considerable geophysical evidence pointing to the presence of partial melt in the deep lunar interior. Geochemical analyses and petrological modeling likewise, albeit indirectly, support this scenario. This has been further strengthened here since we have demonstrated that in the absence of low shear modulus material in the deep Moon, the amount of dissipation required to fit the observed lunar Love number is not sufficient. The interpretation of this result is that it appears very likely that a melt layer resides within the deep lunar interior (depth range 1200–1400 km) that possibly surrounds the core. The case for the presence of melt above the lunar core-mantle boundary is also supported by recent evidence for a low-viscosity layer obtained from viscoelastic modeling. Although not discussed in any detail here, we might also mention that recent coupled thermal evolution models and dynamo simulations appear to require that the outer part of the core be molten at present [e.g., Laneuville et al., 2013, 2014; Zhang et al., 2013]. Refining these results will prove important for improving our understanding of lunar origin and evolution.
The results presented here have implications for lunar evolution. For a melt layer to persist to this day imparts strong constraints on thermal evolution models of the Moon. During lunar cumulate mantle overturn, toward the end of lunar magma ocean solidification, the sinking ilmenite-bearing cumulate layer must have incorporated and transported enough incompatible heat-producing elements to the bottom of the mantle for it to remain molten up until the present. Tidal dissipation of energy that appears to be localized to the partially molten region presents another prominent heat source. Moreover, presence of melt surrounding the core presents a viable means of maintaining the core, or at least its outer part, in a liquid state as strongly implied by analysis of LLR data [e.g., Williams et al., 2001, 2012, 2014].

In relation to the thickness of the partially molten zone, the outer radius of the melt layer is smaller than originally inferred from observations of shear wave arrivals from farside deep moonquakes. Nakamura et al. [1973] had observed that the lone farside moonquake nest A33 produced strong P and S wave arrivals at the two closest stations (15 and 16), corresponding to bottoming depths of about 1000 km, while at the distant stations 12 and 14, corresponding to bottoming depths of around 1200 km, little-to-no shear wave energy was observed. These observations led to a shallower estimate of the depth of the partially molten region of \( \sim 1000–1100 \) km relative to what is determined here. This is observed not only for A33, as reported earlier, but also for a few of the new farside nests A241 and A285 [Nakamura, 2005]. This suggests that either the A33 nest is significantly deeper than originally estimated or that because of a radially asymmetric lunar interior, the partial melt layer appears to be located shallower when observed far from the Apollo station network (Y. Nakamura, personal communication, 2014). Related to this is the suggestion that partial melts or fluid phases located subjacent to the deep moonquake source region might be responsible for producing deep moonquakes at pressures where ordinary brittle fracture is not possible [e.g., Lammlein et al., 1974; Frohlich and Nakamura, 2009; Weber et al., 2009]. However, if the melt is located well below the deep moonquake source region, this explanation will need to be modified, calling for other possible mechanisms [see Frohlich and Nakamura, 2009 for further details]. These issues will have to be investigated in more detail in the future.

In contrast to the model proposed here, Nimmo et al. [2012] have shown that a melt-free viscoelastically dissipating Moon, based on an extended Burgers rheological model and an olivine mineralogy, is also compatible with observed dissipation at tidal frequencies. In order to match tidal dissipation, Nimmo et al. found, assuming that viscous deformation in the lower mantle occurs through diffusion creep, that relatively large grain sizes in combination with temperatures in excess of 1400°C at the bottom of the mantle are needed to simultaneously satisfy the requirements of dissipation and absence of core-mantle boundary relaxation as suggested by LLR data [Williams et al., 2001]. However, none of the models analyzed by Nimmo et al. were able to produce the frequency dependence of Q indicated by LLR (\( \alpha = -0.17 \pm 0.1 \)), which, if real, might possibly suggest that effects arising from melt cannot be overlooked (cf. viscoelastic modeling results of Harada et al. [2014]). Future studies will have to consider viscoelastic modeling in more detail, preferably posed in the form of an inverse problem.

We also remark that although the assumption here is that of an anhydrous lunar interior based on geochemical analyses and petrological modeling [e.g., Elkins-Tanton and Grove, 2011; Hirschmann et al., 2012; Tartése and Anand, 2012], we have also considered the case where \( C_{w} \neq 0 \), i.e., the lunar hydrous case, when computing mineral conductivities (equations (3) and (4)). As regards the deep lunar melt layer we find little difference between the hydrous and anhydrous case. For the physical properties, particularly lunar geotherm and conductivity profile, we do observe small variations in the lunar upper mantle (depth range 200–600 km). However, these differences are relatively small amounting to \(<50°C\) and \(<0.1\) log units, respectively, for water contents in the ranges \( 10^{-4}–10^{-2} \) wt % (olivine), \( 10^{-4.5}–10^{-2.5} \) wt % (orthopyroxene), and \( 10^{-5}–10^{-2} \) wt % (clinopyroxene).

In the context of a hydrous lunar mantle, the case has been made for the influence of water on the early thermal evolution of the Moon. Evans et al. [2014] find that a lunar lower mantle enriched in water will act to lower the viscosity thereby enabling an increased heat transport out of the deep mantle and the possibility of sustaining a core dynamo beyond 3.56 Ga. Previous mantle convection models were generally based on an anhydrous mantle and were unable to account for the heat flux across the core-mantle boundary that was needed in order that a core dynamo be operative for from 4.2–3.56 Ga [e.g., Stegman et al., 2003; Laneuville et al., 2013; Zhang et al., 2013]. Water, if present today, could thus act as a mechanism for the continued presence of small amounts of melt in the deep lunar interior. However, more detailed modeling will
be required to consider concomitant effects of water on phase equilibria and melting temperature, and we leave it for a future study to consider this further using improved data and analysis techniques [e.g., Zhong et al., 2012]. Until acquisition of new lunar seismic data, continued improvement of analysis techniques and efforts to combine various data sets will likely prove the only means of making progress in understanding lunar structure and how this relates to its origin and evolution.

**Appendix A: Anelastic Correction to Tidal Love Number**

The inversion presented here is based on computing mantle properties in the elastic limit, i.e., in the infinite-frequency limit. In contrast here to, the observed Love number $k_2$ is obtained at a frequency of the lunar tide ($\sim 4 \cdot 10^{-7}$ Hz), where anelastic effects are nonnegligible [e.g., Nimmo et al., 2012]. Therefore, prior to inversion the observed tidal Love number should be corrected for anelastic contributions in order that it is representative of purely elastic effects [e.g., Zharkov and Gudkova, 2005]. To this end, we adopt a Kelvin Earth model, i.e., an elastic incompressible homogeneous sphere, assumed to be valid in the seismic frequency range ($\sim 1$ Hz) and derive a correction at tidal frequencies. For the aforementioned model, an analytical expression for $k_2$ can be derived due to Love [e.g., Lambeck, 1988]

$$k_2 = \frac{3}{2} \frac{1}{1 + \mu'}, \quad \mu' = \frac{19}{2} \frac{\mu}{p g R}, \quad (A1)$$

where $\mu$, $\rho$, $g$, and $R$ are bulk shear modulus, density, surface gravity, and radius, respectively. Using typical lunar values yields $\mu' \sim 100$, i.e., $\mu' \gg 1$, and the expression for $k_2$ (equation (A1)) reduces to

$$k_2 = \frac{3}{19} \frac{p g R}{\mu}, \quad (A2)$$

For the case of a weakly anelastic medium we assume that changes in $\mu$ and $k_2$ with frequency ($\omega$) outside of the seismic frequency band ($\omega_s$) are small and that dissipation occurs entirely in shear energy [e.g., Wahr and Bergen, 1986] and write

$$\mu(\omega) = \mu(\omega_s) + \delta\mu, \quad (A3)$$

$$k_2(\omega) = k_2(\omega_s) + \frac{\partial k_2}{\partial \mu} \delta\mu, \quad (A4)$$

$$= k_2(\omega_s) + \delta k_2 \quad (A5)$$

where $\omega < \omega_s$ and $\delta\mu$ and $\delta k_2$ represent small changes in $\mu$ and $k_2$ arising from anelasticity. Substituting equation (A2) into equation (A5) yields

$$k_2(\omega) = k_2(\omega_s) \left( 2 - \frac{\mu(\omega)}{\mu(\omega_s)} \right). \quad (A6)$$

The dependence of shear modulus on frequency is given by [e.g., Zharkov and Gudkova, 2005]

$$\frac{\mu(\omega)}{\mu(\omega_s)} = 1 - \frac{1}{Q(\omega_s)} \left[ \left( \frac{\omega}{\omega_s} \right)^\alpha - 1 \right] \cot \frac{\alpha \pi}{2}, \quad (A7)$$

where the exponent $\alpha$ characterizes the frequency dependence of the quality factor $Q$ and is related to the physical process causing the dissipation

$$Q(\omega) = Q(\omega_s) \left( \frac{\omega}{\omega_s} \right)^\alpha. \quad (A8)$$

Based on seismic, geodetic, and laboratory studies [e.g., Anderson and Minster, 1979; Smith and Dahlen, 1981; Sobolev et al., 1996; Gribbin and Cooper, 1998; Benjamin et al. 2006; Jackson and Faul, 2010], $\alpha$ has been determined to be in the range 0.1–0.4. Substituting equations (A7) and (A8) into equation (A6) yields the anelastically corrected elastic tidal Love number $k_2$ at frequency $\omega_s$, which is deduced from the observed monthly tidal $k_2$ and $Q$ values at frequency $\omega_m$ ($\sim 4 \cdot 10^{-7}$ Hz)

$$k_2(\omega_s) = \frac{k_2(\omega_m)}{1 + \frac{1}{Q(\omega_m)} \left[ 1 - \left( \frac{\omega_m}{\omega_s} \right)^\alpha \right] \cot \frac{\alpha \pi}{2}}. \quad (A9)$$

This expression can be used for the calculation of the corrected Love number $k_2(\omega_s)$, which is the value of interest for geophysical modeling.
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