High-Frequency Seismic Events on Mars Observed by InSight
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Abstract The seismometer deployed on the surface of Mars as part of the InSight mission (Interior Exploration using Seismic Investigations, Geodesy and Heat Transport) has recorded several hundreds of marsquakes in the first 478 sols after landing. The majority of these are classified as high-frequency (HF) events in the frequency range from approximately 1 to 10 Hz on Mars’ surface. All the HF events excite a resonance around 2.4 Hz and show two distinct but broad arrivals of seismic energy that are separated by up to 450 s. Based on the frequency content and vertical-to-horizontal energy ratio, the HF event family has been subdivided into three event types, two of which we show to be identical and only appear separated due to the signal-to-noise ratio. We show here that the envelope shape of the HF events is explained by guided Pg and Sg phases in the Martian crust using simple layered models with scattering. Furthermore, the relative travel times between these two arrivals can be related to the epicentral distance, which shows distinct clustering. The rate at which HF events are observed varies by an order of magnitude over the course of one year and cannot be explained by changes of the background noise only. The HF content and the absence of additional seismic phases constrain crustal attenuation and layering, and the coda shape constrains the diffusivity in the uppermost shallow layers of Mars.

Plain Language Summary The high-frequency events are the most commonly observed class of marsquakes by the InSight mission. As the frequency content and signal shape over time is different from seismic events (i.e., events that excite elastic waves traveling in the subsurface such as earthquakes, impacts, or explosions) observed both on Earth and the Moon, these were not immediately recognized as signals of seismic origin. This paper shows that these signals can be explained by distant shallow small quakes together with wave propagation effects in the Martian crust. This interpretation opens the possibility to use these signals to probe the material properties of the crust and raises the question which physical process causes these events.

1. Introduction

Since the InSight lander (Banerdt et al., 2013) successfully deployed its extremely sensitive seismometer (Lognonné et al., 2019) together with a complete geophysical observatory on the surface of Mars, an unprecedented continuous data stream has become available that has opened new avenues to understanding the red planet. The first results include new observations of atmospheric (Banfield et al., 2020) and magnetic phenomena (Johnson et al., 2020). Seismological data from the very broad band (VBB) instrument that is part of the Seismic Experiment for Interior Structure (SEIS) package (Lognonné et al., 2019) have demonstrated that Mars is seismically active (Banerdt et al., 2020; Giardini et al., 2020), and information
in the recorded marsquakes has been used to infer the shallow elastic structure of the planet (Lognonné et al., 2020), and will inform on deeper structure.

The seismic signals from Mars are notably different from those seen on Earth and the Moon. Figure 1 shows a spectrogram of vertical component seismic accelerations recorded by SEIS for the entirety of mission sol 421 (note mission sols are defined as Martian days from landing, where a Martian day lasts for \( \approx 24 \) h 40'). InSight SEIS data are available as a continuous data stream for the majority of the mission and are routinely examined by the Marsquake Service (MQS, Clinton et al., 2018; Clinton et al., 2020; Ceylan et al., 2020) to detect seismic events on Mars. The spectrogram shown for Sol 421 shows typical seismic background noise sources for a martian sol and is representative for the time period considered in this paper. The most obvious source for seismic noise is the martian atmosphere, notably wind and pressure fluctuations and their coupling to the InSight lander observed during the sunlit portion of the day (Ceylan et al., 2020; Lognonné et al., 2020). Sol 421 also exhibits bursts of energy visible across a broad band of frequencies that are manifested as vertical bright-colored lines in Figure 1; these are glitches (Scholz et al., 2020; Lognonné et al., 2020, SI5) that are caused by thermally induced events within the SEIS instrument assembly resulting in a small tilt of the seismometers. Horizontal bands of energy at higher frequencies are wind-induced spacecraft resonances, and there is an intriguing resonance at around 2.4 Hz that is present at all times, even when the atmospheric background noise is low. While insensitive to wind excitation, this resonance is amplified during seismic events (Giardini et al., 2020).

Sol 421 exhibits a total of four seismic events detected by the MQS (S0421a-d) of different types that are representative of martian seismicity. Giardini et al. (2020) introduced the classification of two distinct families of martian seismic events, separated by their frequency content into high- and low-frequency events (henceforth HF and LF family, respectively). Frequency content differences are readily seen in Figure 1 where 421a, 421c, and 421d are classified as HF events, and 421b is assigned to the LF event category. The frequency content classification is also apparent in power spectra computed for individual event time windows, Figure 2 shows that while the HF family of events has energy predominantly above 1 Hz, the LF family has its main energy at frequencies below this value. Figures 1 and 2 show that there is significant

---

**Figure 1.** A representative spectrogram (PSD = power spectral density) computed for a full sol (421) of continuous vertical component VBB acceleration data sampled at 20 Hz. Annotations include the major sources of noise as well as four events with their unique identifier, quality and event type (discussed in text). The sunrise and sunset times are marked on the time axis (UTC is Universal Coordinated Time, and LMST is Local Mean Solar Time at the InSight landing site). VBB, very broad band.
variation within the HF family with respect to the spectral content and energy distribution between vertical and horizontal components. That variation has motivated the MQS team to expand the event classification scheme to assign more detailed event types. Additionally to the two event families, a new event type was found more recently, it has energy at and above $\sim 8$ Hz (not shown here), is attributed to thermal cracking and described in detail by Dahmen et al. (2020).

When the HF events were first observed by SEIS, the origins of the signals were a puzzle, and as events with comparable frequency content and duration are unknown from terrestrial seismology, it was not clear that these are seismic signals or could potentially be generated by the lander or its interaction with the atmosphere. HF events have a characteristic bimodal rise in energy, and a slowly decaying coda, and no distinct seismic phases (Figure 3). Seismic signals from the Moon have a comparable coda duration (Latham et al., 1970); however, the envelopes do not feature two separate peaks that are typically observed with Martian HF events. Secondary arrivals within moonquakes, that are interpreted as S-waves, are typically only slope breaks within the P-wave coda, since the decay time of the P-wave train is much larger than the time separation between P- and S-waves (Blanchette-Guertin et al., 2012; Lognonné et al., 2020). Another puzzle is that the majority of Martian HF events are only visible within the very narrow frequency range of the 2.4 Hz resonance, complicating the analysis. Only the largest HF event to date (S0128a) was immedi-
ately understood as being of seismic origin due to its high signal-to-noise ratio (SNR) and coda properties. The doublet pattern described above is now considered characteristic of the HF events and this became obvious when the number of these events increased after sol 180 in the mission. While initially the multiple arrivals were interpreted as multiple events randomly overlapping in time, it transpired then that the two arrivals correspond to a single event and that the most likely reason for the pattern are wave propagation effects. There is also considerable variation in the relative timing between the two arrivals and this was the second main reason to assume a distribution of seismic sources with varying distance, similar to the LF family (Giardini et al., 2020). In contrast, to explain this pattern with a local source requires some mechanism that excites the resonance exactly twice with several minute time delay between the two excitations, and there is currently no obvious means for this.

To explain both the HF and LF events as being of seismic origin despite the fact that both event types have comparable relative travel times of the main arrivals, Giardini et al. (2020) argued for different propagation paths in the crust and mantle, respectively. Figure 2 shows a schematic illustration of this interpretation: the LF events are quakes that are believed to occur below the Moho and the propagation paths to the seismometer reside in the upper mantle. Attenuation then ensures the absence of HF signals. HF events have similar relative traveltimes between the two arrivals, so a different propagation path is needed to maintain the HF energy over significant distances. With a shallower source, the crust with lower attenuation and critical reflection at the Moho could act as a waveguide (Pg and Sg), while the mantle P and S waves would not be observable above the noise due to attenuation.

In this paper, we focus on the HF event family. We describe their classification and analyze the seismic phase picks (i.e., the arrival time of the two energy pulses) as provided in the seismic catalog (InSight Marsquake Service, 2020). Events in the HF family are divided into three subgroups based on a more detailed analysis of the spectral content of the vertical and horizontal component seismograms. We provide a detailed discussion of why these events are assumed to be crustal marsquakes and discuss the distribution of the events in terms of their distances, amplitudes, and occurrence times over the duration of the mission. Finally, we provide a wave propagation model that can explain a number of the observations, with a scattering layer in the first few kilometers over crustal models which are compatible with receiver function analysis (Lognonné et al., 2020). Based on the quantitative analysis presented here, we confirm the interpretation of the HF events as crustal quakes initially suggested by Giardini et al. (2020), and demonstrate how these signals can be used to infer subsurface properties.

2. Observations

From the beginning of the mission until 31 March 2020 (Sol 478), a total of 465 events were detected by MQS. 424 of these belong to the HF family, hence contain energy predominantly above 1 Hz and excite a local resonance of the subsurface at 2.4 Hz. As the SNR for these events is highest on the vertical component of the VBB instrument at this resonance frequency, the MQS event detection procedures focus on this resonance and the time domain analysis in this paper is restricted to this frequency range, too.

Figure 4 shows the evolution of the noise in the frequency range of the resonance as a function of local mean solar time and over the whole mission duration since the finalization of the instrument deployment with the placement of the wind and thermal shield (Lognonné et al., 2019). No event was observed before due to high noise levels and limited observation time during the day due to temperature constraints of the instruments. The general daily noise pattern seen in Figure 1 is also visible here: while the days are very noisy due to turbulent winds (Banfield et al., 2020), the evenings and nights show windows of exceptionally low background noise. Later in the night and early morning, the wind and hence the noise increases again.
This pattern is modulated by seasonal variations that lead to less favorable conditions for event detection in the beginning of the mission and most recently. The symbols that are overlaid on the noise indicate occurrence of the three event types from the HF family as detected by MQS. In addition to event type, MQS also assigns a “quality” to each event (ranging from A to D) to indicate how well the event can be located based on phase picking for distance and polarization for azimuth (Böse et al., 2017). This quality is used in the analysis here to select events providing the most reliable constraints. Each event also has a unique identifier following the pattern $S[xxxx][z]$, where $[xxxx]$ is a four-digit number indicating the sol and $[z]$ is a letter to ensure the identifier is unique in case multiple events occur on a single sol. A detailed description of MQS procedures including definitions of event types and qualities is provided by Clinton et al. (2020).

As none of the events allowed a clear determination of the back-azimuth based on polarization of the first arrival, only the distance can be estimated. For this reason, no event was classified as quality A, although a few have very high SNRs. Similar to the variation of the noise, the detection rate varies as a function of local time and mission duration. Knapmeyer and et al. (2021) argue that this variability in the detection rate cannot be explained solely based on the variation of the background noise and a Poissonian random process. Table 1 summarizes the number of events of the different types and qualities used in this paper based on version 3 of the marsquake catalog (InSight Marsquake Service, 2020) as described in detail by Clinton et al. (2020).

Table 1
Event Statistics Until 31 March 2020, for the Three Event Types From the HF Event Family Discussed in This paper

<table>
<thead>
<tr>
<th>Event type</th>
<th>Abbr.</th>
<th>Total</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very high frequency</td>
<td>VF</td>
<td>23</td>
<td>0</td>
<td>9</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>High frequency</td>
<td>HF</td>
<td>52</td>
<td>0</td>
<td>31</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>2.4 Hz</td>
<td></td>
<td>24</td>
<td>349</td>
<td>0</td>
<td>38</td>
<td>137</td>
</tr>
</tbody>
</table>

Note. The classification is defined by Clinton et al. (2020) and is motivated by the observations discussed in Section 2.1. The total number of events for each class is further detailed per event quality (A–D).

Abbreviations: VF, very high frequency; HF, high frequency.
enhance the SNR, in the second step envelopes are calculated as the absolute value of the analytical signal. Finally, the envelope is convolved with a 100 s boxcar window. An increase in the excitation of the resonance can then be detected as a change in the slope of the smoothed envelope.

Figure 6 shows the normalized envelopes of all quality B events filtered to the resonance frequency range. All of the high-quality events have two clearly distinguishable arrivals, that we tentatively call Pg and Sg (Storchak et al., 2003), assuming that these arrivals are guided phases in the whole crust forming from interfering multiple reflections from the surface and the Moho. In this model, the relative time is linearly related to the distance, which we use interchangeably in the following discussion. Note that due to the relatively long averaging window, the two phases merge in the case that the time between the two phases is smaller than the window and are only visible as a break in the slope of the envelope, similar to moonquake signals recorded by Apollo (Nakamura et al., 1973).

While Figure 6a uses regular spacing on the vertical axis for the HF and very high frequency (VF) events (event subtypes are detailed in the next section), the events are aligned based on the time between Pg and Sg pick in Figure 6b. With the exception of event S0334a, the VF events appear at either end of the range of distances. On the other hand, HF and 2.4 Hz events overlap in their distance distribution and are virtually indistinguishable in their envelope shapes at the resonance frequency.

2.1. Spectra, Discrimination, and Excitation of the 2.4 Hz Resonance

Beyond the arrival times of the two main phases, the MQS catalog also provides three time windows containing the main energy of the two phases and pre-event noise uncontaminated by glitches or wind gusts with the purpose of computing spectra as shown in Figure 7. Glitches (Lognonné et al., 2020, SI5) are generally less of a problem for the frequency range discussed in this paper in comparison to the LF event family, both because of their frequency content and the amplification of the signal by the resonance discussed in the following. We use the Welch estimator with a window length of 10 s to compute the displacement spectra after removing the 1 Hz tick noise (Ceylan et al., 2020) with a frequency domain muting. The SNR as a function of frequency is then estimated as the ratio of the signal to the noise spectra.

These spectra allow for the discrimination of the three event types: while 2.4 Hz events exclusively excite the resonance around 2.4 Hz, HF events contain energy above the SNR at frequencies > 4Hz, but otherwise have a very similar spectral shape. In contrast, the VF events also excite the resonance, but contain significantly more energy at frequencies up to 10 Hz in particular on the horizontal components and in several cases reach beyond the Nyquist frequency of the VBB instrument. This provides confidence that a low amplitude VF event is unlikely to be falsely classified as 2.4 Hz or HF. There is no apparent systematic difference in the spectral shapes between the two phases in any of the event types. Similarly, no systematic variation of the spectral content with the relative traveltime is observed. Based on the spectral content, we assume that the 2.4 Hz events are low SNR versions of the same physical process as the HF events; yet some different mechanism is needed to explain the VF events.

The spectra are overlain by theoretical spectra as would be expected for a flat source spectrum (no source cut-off assumed at this point due to the unknown source size) modulated by a resonance modeled by a Lorentz function and the decay from attenuation estimated with a *r* operator (Nolet, 2009; Section 5.2):
Figure 6. (a) Normalized 2.4 Hz vertical component envelopes for all quality B HF and VF events with regular spacing, ordered by distance. (b) Same for all quality B 2.4 and HF events with vertical alignment proportional to the relative arrival time of the two phases (Pg and Sg). Note that different SNRs cause the impression of different amplitudes and some events are followed by unrelated noise signals (e.g., S0304b and S0327c). Events are aligned on arrival time of the Sg phase, the filled range in (a) indicates the time window of the event as picked in the catalog. HF, high frequency; VF, very high frequency; SNR, signal-to-noise ratio.
amplification by resonance attenuation

\[
A(f) = A_0 + 10 \log_{10} \left[ \exp\left(-\pi \alpha f^2 \right) \left( 1 + \frac{1 + \left( \frac{f - f_0}{f_w} \right)^2}{\alpha} \right)^{-1} \right]
\]

Figure 7. Displacement spectra for quality B 2.4 Hz (a)–(b), HF (c)–(d) and VF (e)–(f) events for vertical (a, c, e) and horizontal components (b, d, f). For frequencies above 0.7 Hz, the lines are colored where the SNR is above a value of 2. Black lines indicate expected spectra assuming a flat source spectrum modulated by a resonance (amplification factors 30 on the vertical and 10 on the horizontal) and frequency independent attenuation with different quality factors. The difference in amplitude at frequencies about 5 Hz is the main discriminant between the HF and VF event classes. HF, high frequency; VF, very high frequency.

Here we chose \(A_0\) to match the normalization at the peak of the resonance, \(\tau^*\) varies between 0.05 s and 0.5 s, the peak frequency of the resonance is \(f_0 = 2.4\) Hz and the width of the resonance is chosen empirically.
to $f_r = 0.3$ Hz. The amplification factor of the resonance is stronger on the vertical ($\alpha = 30$) than on the horizontal ($\alpha = 10$). While this model can fit the spectra of the 2.4 Hz and HF events to a high degree, this is not the case for the VF events where the spectral power even increases with frequency in several cases and differs strongly between vertical and horizontal component.

Using a $t^*$ value of 0.2 s as upper bound and assuming a total traveltime $t$ for the Sg window used to compute the spectra of 500 s (approximately the time between the Pg onset and the maximum energy of Sg for the largest cluster of events), a lower bound for the quality factor averaged over the ray paths that contribute to this arrival can be derived as $Q_{\text{eff}} = t/t^* > 2500$. This estimate includes both intrinsic attenuation as well as scattering and as such provides a lower bound for the quality factor for the intrinsic attenuation. This lower bound was previously proposed by Giardini et al. (2020) based on the same argument but with much fewer events and is compatible with the minimum intrinsic $Q_i$ values proposed by Lognonné et al. (2020) based on coda scattering analysis. Importantly, our argument for a lower bound on $Q_i$ is consistent with the assumption of a flat source spectrum; a potential deficiency of high frequencies at the source would require even higher values for $Q_i$.

A further observation is the systematic shift of the peak frequency of the resonance toward higher frequencies on the horizontal in comparison to the vertical component. The exact mechanism, structural interpretation, and excitation of the resonance will be discussed in a future paper. For present purpose, we just assume that the resonance amplifies seismic waves from the subsurface.

### 2.2. Distance Estimates and Distribution

Assuming that the two arrivals correspond to the crustal Pg and Sg arrivals and assuming crustal velocities, the relative traveltime is linearly related to distance. With this distance, the amplitudes can be converted to a magnitude. Here, we follow the same approach and use the same crustal velocities as in Giardini et al. (2020), that is, $v_s = 2.3$ km/s and $v_p = 1.7v_s$. For further details on the magnitude scales we refer to Böse et al. (2018); Clinton et al. (2020).

Figures 8a and 8b) show the amplitudes and corresponding magnitudes, respectively, for all pickable (i.e., quality B and C) events for the three different event types. The amplitudes are estimated as the peak amplitude of a Lorenz curve fit to the displacement spectra between 2 and 3 Hz (Giardini et al., 2020, SI3). As the noise in the evening was very consistent over large parts of the mission, there is also a clear detection threshold of about $-219$ dB for the 2.4 Hz and HF events, while this value seems to be higher for the VF events at distances larger than about 20°. The dashed line at $-212.5$ dB indicates an approximate separation between the 2.4 Hz and HF events. This is consistent with these events having the same spectral properties, but the HF being larger so that they reach above the noise also outside the resonance. In other words, the resonance improves the SNR by about 6.5 dB, as it amplifies the seismic signals stronger than the background noise; a large fraction of the events in the catalog (i.e. the 2.4 Hz events) are only observable due to this amplification.

The distance clustering of the HF and 2.4 Hz events discussed above is also apparent here and we use Gaussian kernel density estimation (KDE) in Figure 8c) to approximate the distance distribution. To verify if the distance clustering can be explained by a homogeneous distribution of quakes and the geometric increase of surface area with approximately the square of distance combined with a distance dependent detection threshold, we also compute the KDE with a weighting of each event with its distance squared. As the shape of the weighted KDE maintains the clear peak and sharp cutoff at around 30°, we conclude that the 2.4 Hz and HF events are in fact clustered in distance. On the other hand, for the VF events the weighted KDE is monotonically decreasing (besides the very close range where the number of events is too small to do statistics), which is consistent with a homogeneous distribution over the surface and a distance-dependent detection threshold.

### 2.3. Size-Frequency Distribution

The size-frequency distribution of events is commonly used to understand the rate and relative distribution of large versus small events, as well as providing an indication of catalog completeness and maximum size
of the events. To avoid using a propagation model and to plot the raw data, we use the amplitude on the resonance as the size measure and then plot the cumulative distribution of the different event types in Figure 9a. Again the 2.4 Hz events appear as smaller versions of the HF events in that the completeness of the catalog is at approximately 6.5 dB lower than for the HF events. When plotting both event types combined, the events show a linear trend in the logarithmic scale until reaching a more rapid roll-off at a maximum amplitude of about −203 dB. The single outlier corresponds to event S0331a, which is the only event that was strong enough to be observed during the noisier periods of the day and hence can be expected to follow a different statistic.

The VF events follow a significantly shallower slope in the size-frequency distribution, meaning that the fraction of high amplitude events is much higher. For the VF events the two largest events appear less as outliers but may be more easily explained by linear extrapolation from the smaller events. A maximum size is hence less apparent for the VF events than for the other event types. Curiously, the largest event with

Figure 8. (a) Spectral amplitude measured on the 2.4 Hz resonance versus relative arrival times of Pg and Sg. The red solid line represents the detection thresholds during the quietest times of the mission and the red dashed line indicates the amplitude at which most events are visible outside the resonance. (b) Assuming seismic velocities, distances in degrees and Magnitudes can be assigned. (c) Kernel density estimation with distances weighted according to the corresponding surface area confirms that 2.4 Hz and HF events are clustered around a relative traveltime of 280 s, while VF events are more evenly distributed. HF, high frequency; VF, very high frequency.
a significant margin in the VF class was also the first to be observed (S0128a), which may of course be a coincidence.

2.4. Temporal Evolution

As is obvious from Figure 4, the event rate varies greatly over time, with almost no event in the first 100 sols and several events per sol around the conjunction. The question if this variation can be explained just by variation of the background noise and a Poissonian random process is addressed in detail by Knapmeyer and et al (2021), with the conclusion that the event rate in fact varies. Knapmeyer and et al (2021) also compare the event rates to several hypothesized sources of such a seasonality, such as seasonal cooling, atmospheric pressure variations and solar tidal strain rates.

In Figure 9b) we plot the cumulative size-frequency distribution for 2.4 Hz and HF events combined for five different time windows of the mission. We confirm that the difference in total event rates cannot be explained by a variation of the completeness, that is the smallest events that can be observed due to the noise and consequently the number of small events. In contrast, also the higher amplitude events that would have been seen in all phases of the mission show reduced rates in the beginning and most recent time windows. Furthermore, the slope of the distribution remains unchanged, which may be used as a hint that the source mechanism remains the same. The same argument can be applied to the unchanged distance distribution (not shown here).

2.5. Envelope Shape

Finally, we observe that the shape of the Sg envelope and coda decay appears not to depend systematically on distance for the 2.4 Hz and HF events in time windows where the signal has good SNR. In contrast, there may be such an effect for the VF events (Figure 10). We cannot exclude the possibility though that we do not observe this for the 2.4 Hz and HF events, as these events cover a smaller distance range and even the highest quality events have a lower SNR than the VF events. For the VF events, there is a trend to a faster coda decay for closer events, as well as a potential for the decay decreasing over time for some of the events. The apparent variability in the coda decay for the HF event is likely to be attributed in large parts to the SNR, although scattering properties of the crust could potentially vary with azimuth. However, without a better constraint on event azimuth, this remains a speculation.
As a consequence of the long coda, there is also only a weak correlation between the duration of the events and the distance, in the distance range where we have events, and duration is not a good proxy for distance estimates. Therefore, magnitude estimates for quality D events have large uncertainties.

3. Interpretation

To demonstrate that the events in the HF family can indeed be interpreted as marsquakes, we use numerical two-dimensional (2D) elastic wave propagation in relatively simple subsurface models to reproduce the observed envelope shapes.

3.1. Qualitative Description

As also argued by Giardini et al. (2020), the quality factor estimated based on the spectral content of the LF family of events is very different from the observation for the HF family discussed here. As a consequence, the rays have to take different paths. The HF signals cannot travel through the mantle where they get attenuated within a short distance. Still, the observed relative travel time of several hundreds of seconds requires distances of hundreds if not beyond 1,000 km to interpret the two arrivals as P and S waves. The only way to achieve this is to have a low attenuation layer above the mantle, that guides the energy from the source to the receiver, and we tentatively interpret this layer as the crust. For the guided waves to be excited, the source needs to be inside this layer (to have post-critical reflection on the top-side of the Moho), and the sources of the LF events consequently have to be below.

However, the particular envelope shape observed in the data is the result of a number of effects playing together as sketched in Figure 11:

a) The HF signals get attenuated quickly in the mantle and the LF part of the signal that takes a mantle path is below the noise level, when assuming a flat source spectrum.

b) A velocity increase such as at the bottom of the crust reflects shallow rays with reflection coefficients close to 1.

c) A low velocity layer at the surface increases the incidence angle and consequently the P-to-P reflection coefficient. This is critical, as P-to-S converted phases have a higher incidence angle at the bottom of the crust than both the S and the P phase (e.g., Kennett, 1989) and are more likely to pass into the mantle, where the energy would be lost to attenuation. This would prevent the Pg phase from developing.

d) Reverberations in the shallow layer distribute the energy over time on each surface reflection.

e) The Pg and Sg phases are superpositions of PmP and SmS multiples, that is phases that get reflected at the bottom of the crust and the surface multiple times, but the number of reflections varies up to a maximum that is defined by the critical reflection at the Moho.

f) The shallow subsurface on Mars is assumed to be very heterogeneous. Energy that gets scattered in the shallow layer can then arrive at the receiver as a more diffusive wave through the scattering layer and form the coda (compare main text and supplementary material S3 in Lognonné et al., 2020), or.

g) be lost to the mantle if the incidence angle is steep or.

h) contribute again to the Pg and Sg phases.
3.2. Numerical Model

To verify the arguments from the previous section, we run numerical elastic wave propagation simulations using the spectral element method (SEM, Afanasiev et al., 2019). Three-dimensional (3D) simulations in the parameter regime discussed here are prohibitively expensive: frequency up to 10 Hz and source receiver distances beyond 1,000 km lead to a domain size of several thousands of wavelengths. For this reason, we resort to 2D simulations, which are sufficient to correctly model the wave propagation phenomena sought here; yet care needs to be taken when quantitatively interpreting scattering in the shallow layer.

Figure 12 shows the reference model we use in the simulations with the one-dimensional (1D) profile and a random realization of the scattering part. From this model, we create a series of models by perturbing individual parameters to understand the sensitivity of the signal shape to the particular subsurface structure. The parameters are indicated in the figure as crustal thickness ($h_c$), thickness of the shallow layer ($h_r$), crustal and mantle P and S wave velocities ($V_{p_c}$, $V_{s_c}$, $V_{p_m}$, $V_{s_m}$), minimum velocities in the shallow layer ($V_{p_r}$, $V_{s_r}$) and the range of random variation in that layer ($dV_{p_r}$, $dV_{s_r}$). The random velocities in the scattering medium are independently and equally distributed on each point of the model grid which has a spacing of one S wavelength at a frequency of 2 Hz, corresponding to 500 m in the reference model. In between the gridpoints the model is linearly interpolated to the numerical SEM mesh. The vertical extent of the domain is 200 km so that mantle ray paths are in principle also possible, but these experience the higher attenuation in the mantle. The surface of the domain is stress free, the other three boundaries are absorbing. Note that the range of random velocities considered here refers to an effective 2D medium that is empirically built to resemble the observed coda properties and should be interpreted with care as the scattering is inherently a 3D effect.

Figure 12. (a) Reference model and parametrization from which all other models are created by perturbing single parameters. (b) Section of one random realization of the reference model.
The source is a normal fault with the fault plane inclined by 45° at 30 km depth. However, tests with a variation of the source (not shown here) reveal a low sensitivity of the envelope shapes with respect to the particular source mechanism. Twenty receivers are regularly spaced starting from the source location and placed on the surface. To get comparable relative travel times and envelope shapes across the models, the receiver distance is adapted for each model based on the approximation that the Pg and Sg times are predicted by the velocities at the bottom of the crust. The furthest receiver is chosen to have an approximate relative traveltime of 300 s and hence a distance of:

\[ \Delta_{300} = \frac{V_p V_s}{(V_p - V_s)} \cdot 300 \text{s} \]  

(2)

For the reference model, the maximum receiver distance is therefore \( \Delta_{300} = 2,186 \text{ km} \).

After high-pass filtering at 0.5 Hz, we compute synthetic envelopes in the same way as for the data in Section 2. The results in Figure 13a show significant similarities to the data in Figure 6: the two energy packages corresponding to guided Pg and Sg phases can be produced by wave-propagation effects in this simple model. The general pattern of an increasing Pg to Sg amplitude with distance can also be reproduced as well as the appearance of random amplitude modulations that are not consistent across multiple stations/distances.

Furthermore, Figure 13b shows that the Sg coda shows exponential decay on two different time scales, where the longer time scale is dominating for the distance where the HF events are clustered. For closer events, an initial steeper decay in the first few hundreds of seconds can be observed, as indicated by the dashed lines. We attribute these different decay times to the leakage of energy from the shallow layer and the whole crust, respectively. As discussed in Section 2.5, there may be a hint of such difference in the coda decay as a function of distance for the VF events in the data.

Our numerical modeling of the longer time scale exponential decay replicates the scattering behavior found in experiments designed to explain the lunar seismic coda by (Dainty & Toksöz, 1981), where a strong scattering layer with a high intrinsic Q reproduces the observed codas. From the experimental work, a similar connection was made with the signal envelopes for Apollo data, although the scattering layer likely extends to greater depth on the Moon, and represents the division between fractured and competent rock.

As on the Moon, no evidence for surface waves is present in our data or synthetics, consistent with strong near-surface scattering. Finally, the logarithmic scaling also reveals the direct P-wave (traveling below the crust in the upper mantle) at a factor 100 below the maximum amplitude of the event, which would be invisible behind the noise in the real data.
3.3. Sensitivity Analysis

While a single simulation as shown in the previous section suffices to demonstrate that the observed signals are compatible with a seismic origin, the more difficult question is how the observations can be used to constrain the subsurface structure. To this end, we perform a sensitivity analysis to understand how each of the model parameters influences the envelope shapes. The results are shown in Figure 14 for varying each parameter as in Table 2:

**Figure 14.** Sensitivity analysis for synthetic envelopes to changes in (a) crustal thickness and (b) velocities, (c) shallow layer thickness, (d) velocities and (e) scattering strength. (f) shows a model without a first order discontinuity at the moho and one with two crustal layers. Receivers are placed such that the estimated guided phase traveltimes based on the fastest crustal velocities are similar and hence the envelopes more directly comparable in time.

3.3. Sensitivity Analysis
### Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Abbr.</th>
<th>Figure 14</th>
<th>Reference value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crustal thickness</td>
<td>$h_c$</td>
<td>a</td>
<td>40 km</td>
<td>30–60 km</td>
</tr>
<tr>
<td>Crustal velocities</td>
<td>$V_{S_c}$</td>
<td>b</td>
<td>3.0 km/s</td>
<td>2.1–3.9 km/s</td>
</tr>
<tr>
<td></td>
<td>$V_{P_c}$</td>
<td>b</td>
<td>5.1 km/s</td>
<td>3.6–6.6 km/s</td>
</tr>
<tr>
<td>Scattering layer thickness</td>
<td>$h_r$</td>
<td>c</td>
<td>10 km</td>
<td>5–20 km</td>
</tr>
<tr>
<td>Scattering layer velocities</td>
<td>$V_{S_r}$</td>
<td>d</td>
<td>1.0 km/s</td>
<td>0.5–2.0 km/s</td>
</tr>
<tr>
<td></td>
<td>$V_{P_r}$</td>
<td>d</td>
<td>2.0 km/s</td>
<td>1.0–4.0 km/s</td>
</tr>
<tr>
<td>Scattering strength</td>
<td>$d_v_r$</td>
<td>e</td>
<td>100%</td>
<td>50%, 10%</td>
</tr>
<tr>
<td>Crustal velocity/gradient</td>
<td>f</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mantle velocities</td>
<td>$V_{S_m}$</td>
<td>4.5 km/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$V_{P_m}$</td>
<td>7.8 km/s</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**a) Crustal thickness:** The main effect of changing the crustal thickness $h_c$ from 40 km to 30 km and 60 km, respectively, while keeping the scattering layer the same, is to increase or decrease the average number of reflections at the surface and Moho on the raypath and hence the fraction of distance that the rays spend in the scattering layer. As a consequence, the arrivals are slightly later for the thinner crust and the width in particular of the $S_g$ arrival is increased. For close-by stations, the effect on the envelope shapes is very small, confirming that these are mostly sensitive to the shallow layer.

**b) Crustal velocities:** The duration of the guided phases (without scattering) is determined by the angle of critical reflection at the Moho. Decreasing the crustal velocities $V_{S_c}$ and $V_{P_c}$ from 3.0 and 5.1 km/s at the bottom of the crust to 2.1 and 3.6 km/s thus increases the duration of both arrivals, in particular at larger distances. In contrast, increasing the velocities to 3.9 and 6.6 km/s for $V_{S_c}$ and $V_{P_c}$ respectively, leads to shorter pulse duration in the envelope. This effect is hidden behind the additional diffusion from the scattering in the simulations.

**c) Scattering layer thickness:** The effect of variation of the scattering layer thickness $h_r$ from 10 to 5 km–20 km and is very similar to variation in crustal thickness, but with opposite sign. A decrease in $h_r$ increases the average number of reflections, while an increase in $h_r$ reduces the reflections in the crust.

**d) Scattering layer velocity:** Here we vary the background velocities in the shallow layer $V_{S_r}$ and $V_{P_r}$ from 1.0 and 2.0 km/s by decreasing to 0.5 and 1.0 km/s and increasing to 2.0 and 4.0 km/s, while keeping the relative magnitude of the velocity variations constant. This parameter controls the time spent in the shallow layer, but more importantly also the chance for scattered energy to be trapped in the shallow layer and hence contributes to multiple scattering. This parameter has a strong effect on the partitioning of the energy between the ballistic arrivals and the coda; higher velocities lead to much clearer peaks. Furthermore, the exponential decay rate of the coda strongly depends on this parameter, where more scattering leads to slower diffusion of the energy. This is the strongest effect on close by events. Additionally, this parameter also controls the P-to-P reflection coefficient at the surface by changing the incidence angle and in this way determines the $Pg$/$S_g$ amplitude ratio. However, this effect is masked here by the scattering and not visible in the simulation.

**e) Scattering strength:** Reducing the scattering from a maximum velocity contrast of 100%–50% and 10% for models $dvr1$ and $dvr2$ respectively demonstrates that with lower scattering, the end of the $S_g$ phase is more sudden, as the $S_mS$ multiples approach the critical reflection angle. Exponential coda decay is then only observed much later than in the reference model.

**f) Crustal velocity gradient and layering:** Removing the first order velocity discontinuity of the Moho reveals that the reflection is not necessary for the guided phases to exist in principal, but bending of the rays back to the surface would be sufficient. However, the onset of the phases is significantly less impulsive due to the variation of the horizontal velocity as a function of the penetration depth of the rays. An additional layer in the crust would lead to a split of both $Pg$ and $S_g$ into the part that is critically reflected at the first discontinuity and the part that can still reach the Moho. This can be confirmed in the simulation as the precursor to the $Pg$ arrival, that leads to a slope change of the envelope that cannot be observed in the data.

To summarize, while each of the parameters has a significant influence on the envelope shapes, trade-offs between them make it difficult to determine a single set of preferred parameters. The reference model is therefore just an example of a model that produces signals similar to the data and as such proves the possibility of a seismic interpretation, but the range of possible models remains large without additional constraints. Furthermore, for distance estimation as required in the marsquake catalog (Clinton et al., 2020), a linear move-out assumption for the onset of the phases using the velocity in the lower crust appears as an appropriate approximation. The velocity currently used by MQS ($v_p = 2.3$ km/s, $v_p/v_s = 1.7$) falls well in the range of models tested here (in particular Figure 14b). However, both faster and slower velocities may

---

DRIEL ET AL. 16 of 20
be appropriate with consequences for distance and magnitude estimates. Furthermore, the shallow layer suggested by Lognonné et al. (2020) based on receiver functions (8–11 km, \(v_s = 1.7–2.1 \text{ km/s}\)) is close to our reference model in terms of thickness and mean S wave velocity (10 km, \(v_s = 1.5 \text{ km/s}\)).

Our treatment of a scattering layer overlying a more transmissible layer is consistent with models of the Moon, where lunar scattering extends to a depth where pore closure and annealing of fractures removes the influence of impacts (Dainty & Toksöz, 1981). Pore closure on the Moon is inferred from gravity measurements to occur with an e-folding depth of \(\approx 3–30 \text{ km}\) (Besserer et al., 2014), consistent with models of viscous pore closure due to thermal annealing (Wieczorek et al., 2013). The depth extent of cracks estimated from laboratory compaction studies of fractured basalt (Birch, 1961; Siegfried et al., 1981) suggests fracture removal takes place at pressures of \(\approx 1–5 \text{ kbar} (\approx 9–45 \text{ km depth in Mars})\). For Mars, modeling of higher crustal heat fluxes and the effects of fluids and cementation at depth shows that these processes would decrease the pore closure depth (Gyalay et al., 2020) and by inference, also reduce fracture depth, both of which are consistent with the \(\approx 10 \text{ km}\) scattering layer thickness found here.

### 3.4. Diffusivity Estimates

In planetary seismology, it is customary to quantify the level of heterogeneity with a parameter termed diffusivity \((D, \text{ with units of km}^2/\text{s})\), which measures the efficacy of seismic energy transport through the medium. Indeed, when observed over sufficiently long time scales, the behavior of linear waves of any type becomes diffusive in a heterogeneous medium (Akkermans & Montambaux, 2007; Ryzhik et al., 1996). Adapting the classical multiple-scattering approach (Weaver, 1990) to 2D in-plane geometry, the models of random media used in the numerical simulations may be translated to equivalent diffusivities. The theory is valid up to second order in material heterogeneity and requires the knowledge of a minimal set of statistical descriptors of the random medium which are discussed below:

1. Root Means Square (RMS) velocity fluctuations. Based on the uniform distributions of the P and S velocities in the intervals [1, 2] \(\text{km/s}\), [2, 4] \(\text{km/s}\), we deduce that these two parameters share the same RMS fractional fluctuations \(\epsilon \approx 20\%\).

2. Correlation length of the fluctuations \(l_c\). This quantity measures the typical distance beyond which any two points of the medium are statistically independent. Since the values of velocities at neighboring grid points are uncorrelated random variables, we deduce that the correlation length \(l_c\) must be smaller than the typical grid spacing of 0.5 km and most likely of the order of 0.25 km. Because this parameter is crucial and not perfectly known, we scan a wide range of values in our computations.

3. Spatial correlation function of the fluctuations \(C(r)\) \((r\) is the distance between any two points in the medium\). Finally, we must define the mathematical form of the correlation function. Here, we adopt the classical exponential \(C(r) = \exp(-r/l_c)\), which is known to be physically realizable for a wide class of heterogeneous media, in sharp contrast with the Gaussian case (S. Torquato, 2002).

In addition to the parameters listed above, we take a background velocity for P and S waves of 1.5 and 3 \(\text{km/s}\), respectively, and a central frequency of 2 Hz.

The results of the calculations are show in Figure 15a where we plot the diffusivity of the regolith inferred from the numerical simulations as a function of the correlation distance. Since the diffusivity computation
is perturbative and limited to sufficiently low frequencies (or equivalently low correlation distances), we use a classical diagnostic of failure of perturbation theory which stipulates that the mean free path of S waves cannot be smaller than the correlation length (Calvet & Margerin, 2012). Examination of Figure 15b), which displays the scattering mean free path of S waves as a function of the correlation distance, reveals that our calculations should be valid except for the largest values of the correlation distance ($l_c \leq 0.48$ km).

The diffusivity varies over several orders of magnitude from $l_c = 0.02$ km to $l_c \approx 0.1$ and becomes weakly dependent of the correlation distance for $l_c > 0.1$ km with typical values of the order of $0.5$–$0.7$ km$^2$/s. This range of diffusivities is typical of the upper part of the crust on the Moon (Dainty et al., 1974). Note that because the diffusivity is essentially a function of $klc$ (with $k_c$ the S wavenumber), increasing the correlation length is equivalent to increasing the central frequency of the waves. Hence, the model predicts a weak frequency dependence of the diffusivity which agrees with the observed weak frequency dependence of the envelope shapes of HF events. The diffusivity found in the numerical simulations is somewhat lower than the one proposed by Lognonné et al. (2020) of the order of $80$ km$^2$/s. This may not come as a surprise for at least two reasons: (1) The S wave velocity of the regolith adopted in the present study is a factor of 2 lower than in (Lognonné et al., 2020). Such a velocity drop entails a reduction of the diffusivity by a factor 4 because the arrival time of the maximum energy of diffuse waves scales like $R^2/D$ (with $R$ the hypocentral distance) (2) The second obvious reason, but difficult to quantify, is the different assumption on the vertical distribution of heterogeneity between Lognonné et al. (2020) (vertically uniform) and the present study (strongly stratified). Hence the value given in Lognonné et al. (2020) can be understood as an average between a strongly scattering regolith and a transparent lower crust. As observed on the Moon (Gillet et al., 2017), vertical stratification of heterogeneity is highly probable and will be an important topic for future investigations of the crustal structure of Mars.

4. Conclusions and Outlook

The signals of the three event types that comprise the HF family (i.e., VF, HF, and 2.4 Hz) are consistent with a seismic source within the crust and the envelope shapes can be explained by seismic wave propagation effects in a strongly stratified medium with low attenuation in the crust and a shallow layer with strong scattering. While the strongly scattered signal shows some resemblance to moonquakes, the shorter coda duration and the existence of two distinct phases makes Mars appear as intermediate between Earth and the Moon in terms of seismic scattering and attenuation. Analysis of marsquakes thus requires a hybrid approach that combines lunar and terrestrial methods; unlike the Moon traditional travel time location algorithms can be readily applied, but successful analyses cannot rely on travel time picks in the time domain alone, and energy envelope approaches are required to obtain source mechanisms, event locations, and event magnitudes.

The bulk of the HF events is located in a similar distance range as the major LF events (Giardini et al., 2020) in the catalog, but this may be purely coincidental due to our choice of crustal velocities. With independent constraints on the velocities, e.g. through receiver function analysis (Lognonné et al., 2020) or observation of surface waves, the distance uncertainties can be reduced and the distance of the HF events may potentially be correlated with surface features, even in the absence of azimuth estimates, and interpreted in a seismo-tectonic context. Distance clustering of the events likely implies that the events cluster in one location and azimuth as seen from the lander, as the opposite assumption would suggest that InSight has landed by chance in the center of a circular distribution of events.

Moreover, as the envelope shapes are sensitive to the subsurface structure they may be used to further constrain it, but due to the strong trade-offs demonstrated here, independent constraints are needed. We find the suggestion of a 10 km thick layer by Lognonné et al. (2020) based on receiver functions compatible with the generation of the guided phases discussed here. A robust conclusion can be drawn on seismic attenuation, independent of the detailed velocity structure: as HF seismic waves propagate over significant time and distance, high Q structure needs to be present. Here we interpret the crust to have low attenuation and show that the signals observed can be explained by such a wave propagation model. It remains difficult, however, to exclude for example a more local and shallower propagation channel. Importantly, additional arrivals would be expected if the high-Q propagation channel (i.e., the crust) would feature strong internal discontinuities and the absence of such phases suggests that such discontinuities are either not present or
not very strong. As also argued by Lognonné et al. (2020), the Q values we find here are compatible with the presence of small amounts of volatiles in the crust but incompatible with the presence of liquid water. It is also apparent, that the MQS distance estimation procedures should be extended by using a distribution of crustal velocities rather than a single model to account for the uncertainty in crustal velocities. The simple linear move-out assumption for computing traveltimes of the guided phases is likely accurate enough given the uncertainty on the crustal models. It allows us to use very few crustal parameters (i.e. P and S velocity) rather than a complete 1D model and in this way simplifies the probabilistic location approach (Böse et al., 2017) significantly.

Two important questions will need to be addressed in future work: first, the exact mechanism of the 2.4 Hz resonance with its high vertical-to-horizontal ratio and the absence of overtones remains poorly understood at this point. Second, the very large horizontal amplitudes of the VF events, partly even increasing with frequency, cannot be explained with the propagation model described in this paper and needs to be addressed separately.
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