A simple three-dimensional model of thermo–chemical convection in the mantle wedge
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ABSTRACT

In order to understand the possible existence of small-scale convection in the mantle wedge, we have constructed a simple three-dimensional model of convection driven by both thermal and chemical buoyancies above the subducting slab. In this model, a chemical agent, which affects both the density and the viscosity of mantle, is introduced from the top of the subducting slab and the associated density and viscosity decreases are treated as parameters. The model does not include the along-arc variation of the source of the chemical agent. We found that the major effects of low density chemical anomaly are to suppress the three-dimensional instability and make the flow two-dimensional, i.e., the flow velocity is normal to the plate boundary. The chemically polluted region tends to stay in the corner of the mantle wedge because of its low density and this results in the low temperature zone there. This suggests the importance of chemical buoyancy on the origin of cold mantle part or “nose” in the corner of the mantle wedge. We also studied the hybrid case: The region closer to the trench is in the low density and viscosity state and the region in the back arc is in the low viscosity state only. This case shows the existence of the low temperature nose and the small-scale thermally driven convection in the back arc. We also investigated the nature of the flip-flop phenomenon of the thermally driven convection and found that the thickness of the thermal boundary layer under the back arc controls it. This flow pattern in the back arc may have a close connection with the temporal and spatial variation of volcano distribution.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Arc volcanisms and the subduction of slabs under the arcs are one of the most prominent features of the near-surface tectonics. Despite this, the details of mechanisms associated with these phenomena are still in much controversy.

Early studies of the subduction zone attributed the origin of arc volcanism to the shear heating caused by the relative motion between the subducting slab and the overlying mantle (e.g., Hasebe et al., 1970; Toksoz et al., 1971). However, this view was questioned because of relatively high shear stress (a few kilobars) required for the melting of the mantle material. Later evolution of theory concerned with the role played by the water released from the subducting slab. Since it will lower the melting point of mantle rock, we may not require high viscous dissipation for melting. Besides, the water or fluid plays other important role on the dynamics of mantle wedge, that is, it will make the viscosity and the density of the mantle lower (e.g., Karato and Wu, 2003; Gerya and Yuen, 2003a). Thus the mantle wedge dynamics is controlled both by the rheology and density affected by both thermal and chemical origins. Although the researchers noticed this importance of fluid phase, it is quite difficult to incorporate such effects in the model. This is mainly because we do not know the mechanism of transportation of such fluid in the mantle wedge, while the phase relation, which determines the estimate of fluid phase is well investigated (e.g., Poli and Schmidt, 2002).

Despite such difficulties, many workers have been trying to include such effects in the subduction zone models. For example, Iwamori (1998) considered the thermal aspects of the transportation of water and Gerya et al. (2002, 2004) and Arcay et al. (2005) considered the viscosity change associated with the presence of water. Recently, Gerya and his co-workers have developed more complicated model of subduction zone (Gerya et al., 2006; Nikolaeva et al., 2008). Their most recent model is a 3D model and the complexity arisen from the rock types and water is implemented by the particle approach (Zhu et al., 2009). Their results show a variety of dynamical behavior of the mantle wedge such as the formation of finger-like, wave-like and ridge-like plumes.

Since there are many and possibly uncertain parameters involved in this problem, the interpretation of the results of a complex model sometimes encounters difficulties. Considering this, we have constructed a simple model to understand the basic characteristics of mantle flow in the mantle wedge. Special attention is paid to the
relation between the thermal and chemical buoyancy. The chemical effects are taken into account by parametrizing the transport velocity of fluid and the reductions of viscosity and density. We hope that present results may help understanding the results of complex and realistic models of subduction zone and eventually the arc volcanism.

2. Model and method

We assume that the mantle is incompressible viscous fluid with the Boussinesq approximation applied. The inertia term is neglected because of high viscosity. Newtonian viscosity is assumed to simplify the problem and to understand the results easily. Under these assumptions, the basic equations describing the mantle behavior in the Cartesian frame may be written as follows:

Conservation of mass:
\[ \nabla \cdot \mathbf{v} = 0 \]  
(1)

Conservation of linear momentum:
\[ \nabla \cdot \mathbf{τ} - \nabla p = \rho g \mathbf{e}_z \]  
(2)

Constitutive relation:
\[ \tau_{ij} = \eta (\nabla v_j + \nabla v_i) \]  
(3)

Conservation of energy:
\[ \frac{\partial T}{\partial t} + \mathbf{v} \cdot \nabla T = \kappa \nabla^2 T \]  
(4)

Equation of state:
\[ p = \rho_0 (1 - \alpha T) - \Delta \rho_0 c \]  
(5)

where \( \mathbf{v} \) is the velocity, \( \tau \) (\( \tau_{ij}; \; ij = x, y, z \)) is the stress tensor, \( p \) is the pressure, \( \rho \) is the density, \( g \) is the gravity, \( \eta \) is the viscosity, \( T \) is the temperature, \( \mathbf{e}_z \) is the unit vertical vector (positive upward), \( t \) is the time, \( \kappa \) is the thermal diffusivity, \( \rho_0 \) is the reference density, \( \alpha \) is the coefficient of thermal expansion, \( \Delta \rho_0 \) is the density difference caused by the pollution of chemical agent and \( c \) is its concentration (0 \( \leq c \leq 1 \)).

Besides these equations, we need the equation describing the concentration of the chemical agent, i.e., \( c \). Since, we implicitly assume that such a chemical agent is water, we took the approach adopted by Gerya and his co-workers (Gorczyk et al., 2007; Nikolaeva et al., 2008). We distributed the particles and they are marked either chemical agent or not. This approach is known as “Marker-in-Cell Method” and well documented in, for example, Gerya (2010). The movements of particles were determined by

\[ \frac{dr}{dt} = \mathbf{v} + \mathbf{V}_{\text{mig}} \mathbf{e}_z \]  
(6)

where \( r \) is the position vector of each particle and \( \mathbf{V}_{\text{mig}} \mathbf{e}_z \) is the migration velocity of chemical agent relative to the moving mantle. This velocity is equivalent to the “effective” hydration velocity of Gerya et al. (2002) and Gorczyk et al. (2007) and it is based on the idea that the water migration is controlled by the water supply from the slab (Peacock, 1990). In this study, we took this value as a parameter (see below). Initial number of the particles in each finite volume is 8 (\( = 2^3 \); for 3D) or 4 (\( = 2^2 \); for 2D) and we distributed them with small random displacements as described in Gerya and Yuen (2003b). The concentration of chemical agent in each finite volume was obtained by taking a weighted average of particles in each finite volume as described in Gerya and Yuen (2003b). We removed the particles below 160 km from the surface to avoid the artificiality produced near the left corner of Fig. 1. Since there is no kinematically moving slab, the entrainment of the particles becomes weak. This results in a rise of chemically buoyant plumes, when \( V_{\text{mig}} \) is small.

Physical properties of the mantle except the density and viscosity are assumed to be constant. The viscosity depends on the concentration of chemical agent as

\[ \eta = \begin{cases} \eta_b & (c = 0) \\ R_c \eta_b & (c > 0) \end{cases} \]  
(7)

where \( R_c \) is a constant and \( \eta_b \) is the background viscosity (see below). The meaning and the values of symbols are summarized in Table 1.

Fig. 1 shows a schematic cross section of the present model. For three-dimensional cases, this cross section extends toward \( y \)-direction. The region covers 200\( \times \)3 km \( \times \)200\( \times \)3 km \( \times \)200 km. The slab is represented by the lower triangular region which moves kinematically with the speed \( V_s \), shallower than 190 km. \( V_s \) is assumed to be 10 cm/year and the dip angle is set to 30° that roughly corresponds to the subduction of the Pacific plate under Northeast Japan. The place where the chemical agent emanates from the slab is shown by thick line on the top surface of slab. This region is
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**Table 1**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning and value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c )</td>
<td>Concentration of chemical agent</td>
</tr>
<tr>
<td>( \mathbf{e}_x )</td>
<td>Unit vector for ( z )-direction. Positive upward</td>
</tr>
<tr>
<td>( g )</td>
<td>Gravity (10 m/s(^2))</td>
</tr>
<tr>
<td>( h_s, h_d )</td>
<td>See Fig. 1</td>
</tr>
<tr>
<td>( h_{\text{ol}}, h_{\text{at}} )</td>
<td>See Fig. 1</td>
</tr>
<tr>
<td>( p )</td>
<td>Pressure</td>
</tr>
<tr>
<td>( \eta_b )</td>
<td>Background viscosity (( = \eta_r / \eta_b ))</td>
</tr>
<tr>
<td>( \eta_r )</td>
<td>Viscosity ratio (( = \Delta \rho / \rho_0 T ))</td>
</tr>
<tr>
<td>( \mathbf{r} )</td>
<td>Position vector of particle</td>
</tr>
<tr>
<td>( T )</td>
<td>Temperature</td>
</tr>
<tr>
<td>( T_m )</td>
<td>Mantle temperature (1300 °C)</td>
</tr>
<tr>
<td>( t )</td>
<td>Time</td>
</tr>
<tr>
<td>( \Delta \rho )</td>
<td>Density decrease associated with the chemical Pollution</td>
</tr>
<tr>
<td>( \Delta \rho_0 )</td>
<td>Viscosity</td>
</tr>
<tr>
<td>( \eta_b, \eta_r )</td>
<td>Background viscosity, viscosity of polluted mantle</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Thermal diffusivity (( 10^{-6} ) m(^2)/s)</td>
</tr>
<tr>
<td>( \eta_\rho )</td>
<td>Density, reference density (3.3 \times 10^3 kg/m(^3))</td>
</tr>
</tbody>
</table>
characterized by the upper depth $h_{U}$ and the lower depth $h_{L}$. We do not consider the along-arc variation of the source of the chemical agent for simplicity.

We assumed the existence of conducting (non-moving) region in the shallow part of the overlying plate (black dotted region in Fig. 1) and the corner of the mantle wedge (circular dotted region in Fig. 1). The geometry of this region is characterized by $h_{c}$ and $h_{b}$. $h_{c}$ is considered to be the bottom of the hard layer, i.e., the lithosphere and/or that of light layer, i.e., the crust. The viscosity of mantle wedge is $\eta_{b}$, the background viscosity, and it is constant for simplicity and ease of understanding the results. The chemical agent is characterized by the density difference $\Delta \rho_{p}$ and the viscosity $\eta_{c}$. We also use the ratio $R_{c} = \Delta \rho_{p}/\rho \alpha \eta_{b}(T_{m} \text{ is the mantle temperature})$ and $R_{b} = \eta_{c}/\eta_{b}$ to characterize the chemical anomaly.

The temperature boundary conditions at top and left/right sides are constant. They are given by:

Top surface:

$$T = 0$$ (8)

Left and right sides:

$$T = T_{w} \text{erf} \left( \frac{-z}{2 \sqrt{h_{\text{plate}}}} \right)$$ (9)

where $T_{w}$ is either 25 Myr (left) or 130 Myr (right) mimicking the present subduction under the NE Japan. The boundary condition at the bottom is zero vertical gradient of the temperature. Since the advection of heat by the slab is large, this boundary condition hardly affects the temperature in the mantle wedge. The boundary conditions at front/back sides are reflective.

The flow boundary condition at the top surface is impermeable and free slip and that at the left is the same one as used before (Honda, 2009),

$$v_{y} = v_{z} = \frac{\partial p}{\partial x} = 0$$ (10)

which allows the flow come in and come out. To check the effects of this boundary condition, we calculated the 2D case with twice the horizontal size. We found that, although the precise value is different, the overall character such as the flow pattern and temporal variation of the flow is similar. The flow boundary condition at the bottom is permeable, that is,

$$v_{x} = v_{y} = -p + \frac{\partial v_{z}}{\partial z} = 0$$ (11)

The flow boundary conditions at front/back sides are impermeable and reflective.

The initial temperature field for most of the models except Case 11 was calculated without the chemical agent. The start-up temperature for obtaining the initial condition was uniform temperature given by

$$\text{uniform temperature}$$

was calculated without the chemical agent. The start-up temperature

was calculated without the chemical agent. The start-up temperature

4. Results

Although our model is simple, we still need lots of free parameters specified. All the cases presented in this paper are summarized in Table 2 along with important parameters.

We set $h_{c} = 30 \text{ km}$, $h_{b} = 90 \text{ km}$, $h_{U} = 90 \text{ km}$ and $h_{L} = 150 \text{ km}$ for most of the models. For several cases, which are mentioned explicitly, we used the different values. Those values were chosen based on arguments of the non-moving mantle wedge, or “nose” and the depth of the dehydration (Honda, 1985; Iwamori, 1998; Kneller et al., 2005; Conder, 2005). The typical value of the background viscosity is selected to be $4 \times 10^{20} \text{ Pa s}$ and that of the chemical anomaly is $4 \times 10^{18} \text{ Pa s}$, that is, $R_{c} = 0.01$. If $V_{\text{mig}}$ is large, we expect the existence of almost time-independent distribution of the low viscosity wedge (LVW: Billen and Gurnis, 2001), associated with the concentration of chemical agent, similar to that of previous models (e.g., Honda and Yoshida (2005); see Fig. 2C and D. Thus, the thermal buoyancy may play an important role in this case. On the contrary, if $V_{\text{mig}}$ is small, the behavior of the chemical anomaly may dominate the system. Considering these, we chose $V_{\text{mig}} = 10 \text{ cm/year}$ and 1 cm/year as representative values of the former and latter cases, respectively. The density anomaly caused by the chemical agent is set mainly $R_{b} = 0$ or 1 as the representatives of the pure thermal and chemical density dominated convection. The reference case has $\eta_{b} = 4 \times 10^{20} \text{ Pa s}$ and $R_{b} = 0.01$, that is, $\eta_{c} = 4 \times 10^{18} \text{ Pa s}$ (Case 1 of Table 2).

### Table 2 Cases studied.

<table>
<thead>
<tr>
<th>Case</th>
<th>$h_{c}$ (km)</th>
<th>$h_{b}$ (km)</th>
<th>$h_{U}$ (km)</th>
<th>$h_{L}$ (km)</th>
<th>$\rho_{b}$ (Pa)</th>
<th>$R_{b}$</th>
<th>$R_{c}$</th>
<th>$V_{\text{mig}}$ (cm/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.01</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.01</td>
<td>0.15</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.01</td>
<td>0.5</td>
<td>10</td>
</tr>
<tr>
<td>4 a</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.01</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>5 a</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.01</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>1 $\times$ 10^{18}</td>
<td>0.04</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.04</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>90</td>
<td>90</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.01</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>11 a</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.0025</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>12 a</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.0025</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>13 a</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.0025</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>14 a</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>150</td>
<td>4 $\times$ 10^{18}</td>
<td>0.0025</td>
<td>0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

a 2D model was used for test of particle density. Fig. 2C and D.

b 2D model was used for test of particle density. Fig. 2E and F.

c 2D model was used for test of mesh resolution. Fig. 2A and B.

d Case with no rigid corner. The first and the second values of $R_{c}$ and $R_{b}$ are for the upper and lower part, respectively. This boundary is located at 90 km.

The LVW is fixed in space.

The LVW is fixed in space.

The LVW is fixed in space.

A and B of Fig. 2). To check the effects of density of particles, we tested 2D cases with 4 and 16 particles per finite volume for $128 \times 128$ finite volumes (2D equivalent models of Cases 5 and 12 in Table 1). We found that, if $V_{\text{mig}}$ is large ($= 10 \text{ cm/year}$: Case 5), the agreement between two cases is very good (see C and D of Fig. 2). If $V_{\text{mig}}$ is small (i.e., $= 1 \text{ cm/year}$: Case 12), we found significant differences (see E and F of Fig. 2). There are many “holes” in the concentration field of chemical agent meaning that no particles exist in a corresponding finite volume. However, since the qualitative behavior of the system is similar between these 4 and 16 particles cases and we mainly use the results with $V_{\text{mig}} = 10 \text{ cm/year}$ in the following discussions, we believe that the conclusions presented here will not be affected by further improvements of numerical method. Further increase of the number of particles in 3D cases encouters serious computational inconvenience by the present algorithm.
Fig. 3a shows the variation of pattern of small-scale convection with regard to the increase of $R_\rho$ for the reference case with $V_{mig} = 10$ cm/year. The time in the figures shows the time elapsed after the introduction of chemical agent. The case with $R_\rho = 0$ is the purely thermal convection and it is almost equivalent to the previous models (e.g., Honda and Yoshida, 2005). Since the migration velocity of the chemical anomaly is large, the three-dimensional distribution of chemical anomaly, i.e., LVW is similar to the one as assumed by previous works (see Fig. 2C and D). For this case, we also confirmed that the small-scale convection occurs in the mantle wedge whose viscosity is around $10^{18}$ Pa s. The difference between the present and the previous models can be seen in the temporal behavior of the convection pattern. We found that the pattern of small-scale convection is stable with time and it does not show the "flip-flop" pattern, that is, the previous hot region becomes cold one and vice versa, as reported in the previous work (Honda and Yoshida, 2005). We return this point later.

As the contribution of chemical agent, i.e. $R_\rho$, increases, the convection pattern loses its three-dimensional character and it becomes two-dimensional. As $R_\rho$ increases, the flow close to the forearc region is dominated by the chemical density anomaly. Since the chemical anomaly has a low density, the region polluted by chemical agent tends to stay (stagnate) in the corner of the mantle wedge (it cannot be recycled by the other part of the mantle). As a result, the temperature there becomes low as a whole (hot material is not carried toward this region) and this suppresses the occurrence of thermal instability.

Fig. 3b shows the vertical cross sections of flow velocity, temperature and the concentration of the chemical agent at $y = 172$ km for $R_\rho = 0$ (left figure: (A) of Fig. 3a) and $R_\rho = 1$ (right figure: (D) of Fig. 3a). For $R_\rho = 0$, the mantle in the polluted area (shown by white) is dragged into the deep mantle, and it follows the emplacement of hotter mantle. Meanwhile, for $R_\rho = 1$, the circulation occurs in the polluted area implying no replacement by the hotter mantle. If the along-arc variation of the source of the chemical agent exists, we may expect the 3D flow in the polluted mantle. However, this point is outside the scope of the present study.

We conducted simulations with $V_{mig} = 1$ cm/year. Fig. 4a shows the pattern changes with the decrease of the background viscosity $\eta_b$ from that of reference case ((A): $\eta_b = 4 \times 10^{20}$ Pa s), by one-tenth ((B): $\eta_b = 4 \times 10^{19}$) and by fortieth ((C): $\eta_b = 1 \times 10^{19}$ Pa s). $R_\rho$ is kept constant and $\eta_c$ is $4 \times 10^{18}$ Pa s except (C) in which we used $\eta_c = 4 \times 10^{17}$ Pa s. From this figure, we recognized the emergence of 3D structure with the decrease of the background viscosity. The absolute value of $\eta_b$ which determines the behavior of the chemical plumes depends on other factor such as the velocity of subduction. This topic is outside the scope of the present work.

With the same parameters as those given in the above cases, we increased $V_{mig} = 10$ cm/year (Fig. 4b). All the temperature fields become almost two-dimensional. Only for the cases with the lowest $\eta_b$ and $\eta_c$, i.e., (C), overlapping the large scale 2D thermal structure, we see the small-scale 3D structure. Although these results depend on other parameters such as $V_s$ and $V_{mig}$, the suppression of the 3D instability by the chemical density difference is evident.

From these results, we see the polluted mantle tends to stay in the mantle wedge. As a result, it becomes cold, since it is not replaced by the hot mantle. Thus, this may suggest the chemical origin of cold mantle wedge or "nose" (e.g., Honda, 1985; Kneller et al., 2005; Wada...
et al., 2008). To see this, we undertook the studies of other type of models in which the chemical agent acts on the density and viscosity at shallower depth and it acts only on the viscosity at deeper depth. Fig. 5 is an example of such models. In this model, there is no conductive corner (circular dotted region in Fig. 1, that is, $h_c = 30$ km) and we set $h_c = 30$ km and $h_c = 150$ km. The initial temperature is the uniform temperature given by (4) with $t_{age} = 25$ Myr. The chemical agent emanating from 30 km to 90 km decreases the viscosity by the factor of 0.1 ($\eta_c = 4 \times 10^{19}$ Pa s) and the density decrease characterized by $R_p = 1$, while it emanating from 90 to 150 km only reduces the viscosity by 0.0025 ($\eta = 1 \times 10^{18}$ Pa s). This case approximates the situation in which the major dehydration generally occurs at shallow depth and/or the capability of absorbing the water in the mineral is generally large in the shallow depth and it is small in the mantle wedge (see, for example, the results of Iwamori (1998) and Arcay et al. (2005)). A large amount of water may affect both the density and the viscosity, while the small amount of water may only affect the viscosity. Larger $R_p$ under the forearc mimics the higher viscosity there caused by its temperature dependence. The model shows a low temperature corner wedge despite the full coupling between the mantle wedge and the subducting slab, and the small-scale convection in the back arc. For the 3D small-scale convection to occur, the model requires lower viscosity (from $4 \times 10^{18}$ to $1 \times 10^{18}$; See Table 2) than that required for the model with artificially imposed non-moving wedge corner (Fig. 3 (A)). This is consistent with the previous result, that is, the low chemical anomaly tends to suppress the 3D thermal instability.

As noted before, we found that the temporal evolution of small-scale convection is fairly stable, that is, it does not show the flip-flop type of temporal evolution, while our previous study (Honda and Yoshida, 2005) does. To understand this discrepancy, we studied several cases using the model similar to the previous studies (Honda and Yoshida, 2005). In this model, the time-independent shape of the low viscosity mantle wedge (LVW) is trapezoidal whose side vertical walls are the plane defined by $h_c = 30$ km and $h_c = 150$ km and the front and back vertical boundaries (see Fig. 1). The top horizontal plane is defined by $h_0$, and the bottom plane is the top of the slab. The background viscosity $\eta_b$ is $4 \times 10^{20}$ Pa s. Both $h_0$ and $\eta_b$ were changed as described below. The models do not include the chemical density anomaly. The results are summarized in Fig. 6a. (A) of Fig. 6a ($h_c = 30$ km and $\eta_b = 4 \times 10^{18}$ Pa s with fixed geometry of LVW) shows the stability of...
However, as \( h_c \) increases, the pattern of small-scale convection changes its temporal behavior. (B) \( (h_c = 46 \text{ km}, \eta_c = 1 \times 10^{18} \text{ Pa s with fixed LVW}) \) shows a flip-flop pattern, that is, the previous hot region becomes cold one and vice versa.

\( h_c \) controls the thickness of the available cold boundary layer under the back-arc side of the plate. If it is thick, the cold material needed for the formation of small-scale downgoing flow is supplied in situ. As the thermal boundary layer becomes thin because of the increase of \( h_c \), the cold material should be supplied from the other part, also. This will affect the neighboring flow.

Fig. 6b shows horizontal flow patterns at 32.0 km (top) and 49.2 km (bottom), just below the conductive lid, for (A) \( (h_c = 30 \text{ km}) \) and (B) \( (h_c = 50 \text{ km}) \) of Fig. 6a. While the case with thinner \( h_c \) (top) shows a stable flow pattern, the case with thicker \( h_c \) (bottom) shows a significant interaction between plumes near their back-arc end.

Fig. 4. (a) The 3D temperature field of Cases 5 (A), 6 (B) and 7 (C). The value of isothermal surface is 1000 °C. Thin contours on the front wall show the temperatures drawn by every 200°. The time in the figure is the time after the introduction of chemical agent. The modeled region covers \( 200/\sqrt{3} \text{ km} \times 200/\sqrt{3} \text{ km} \times 200 \text{ km} \). The background viscosity \( \eta_b \) and the viscosity of polluted mantle \( \eta_c \) are given in the left of figures. (b) The 3D temperature field of Cases 8 (A), 9 (B) and 10 (C). All the parameters except \( V_{\text{mig}} \) is the same as corresponding cases shown in Fig. 4a of A, B and C. The value of isothermal surface is 1000 °C. Thin contours on the right walls show the temperatures drawn by every 200°. The time in the figure is the time after the introduction of chemical agent. The modeled region covers \( 200/\sqrt{3} \text{ km} \times 200/\sqrt{3} \text{ km} \times 200 \text{ km} \).

Fig. 5. The 3D temperature field of Case 11 (no corner edge) in Table 2. The value of isothermal surface is 1000 °C. Thin contours on the right walls show the temperatures drawn by every 200°. The time in the figure is the time after the introduction of chemical agent. The modeled region covers \( 200/\sqrt{3} \text{ km} \times 200/\sqrt{3} \text{ km} \times 200 \text{ km} \). In this case, there is no rigid corner region (circle dotted region of Fig. 1), that is, \( h_s = h_c = 30 \text{ km} \).
4. Discussions

The important parameters of this study are the viscosity and the density difference caused by the chemistry. Recent review of rheological properties of olivine was done by Karato (2010). Based on his estimates, the viscosity of wet olivine around $10^{18}$ Pa s may be possible (see Figure 9 of Karato (2010)). A simple estimate shows that the density difference caused by an inclusion of a few percent water becomes comparable to that caused by the thermal expansion (implying $\beta_p \sim 1$). Thus, the models are realistic in this sense.

In the following, we will discuss the geologically important topics (1) the formation of cold “nose” and the small-scale convection whose pattern may be reflected in that of volcano distribution.

The presence of non-moving mantle corner wedge was suggested by many workers (e.g., Honda, 1985; Kneller et al., 2005; Conder, 2005; Wada et al., 2008) based on the comparison of heat flow distribution in the forearc and that obtained by the numerical models. The reasoning is quite simple. If the mantle flow reaches the corner of the mantle wedge, the heat flow of the forearc becomes too high. This suggests some kind of decoupling between the shallow part of the mantle wedge and the subducting plate. Honda (1985) presumed that the occurrence of thrust type earthquakes at shallow depth was an evidence of such a decoupling. He suggested that the aseismic front (Yoshii, 1975, 1979), whose cross line on the top surface of the subducting slab roughly corresponds to the deepest limit of the thrust zone (≈60 km), is the back-arc limit of such a non-moving mantle wedge. However, actually, his best model suggests that its boundary is further away toward the back arc. Later study using more complicated and realistic rheology by Kneller et al. (2005) proposed a decoupling and partial decoupling up to 70 km depth. Thus, these results suggest that some kind of decoupling exists further down the region where the thrust type earthquakes occur. Our model suggests that even when the coupling between the mantle wedge and the subducting slab occurs, the chemical buoyancy can explain the low temperature regime. It is worth noting that the more realistic models in the line of our modeling approach have shown such features (Gorczyk et al., 2006; Nikolaeva et al., 2008), also. Thus, our results may suggest the importance of considering the chemical effects to understand the dynamics of the corner of the mantle wedge. We do not mean that “only” the chemical density difference is the cause of cold nose. The previous works as cited above and recent elaborate study by Wada et al. (2008) assumed or showed that the mechanical decoupling also plays an important role on the formation of cold nose.

As we have shown that the flip-flop nature of small-scale convection depends on the thickness of the thermal boundary layer under the back arc. As the thickness increases, the pattern of convection becomes stabilized. In the model of Honda and Yoshida (2005), they assumed a uniform high mantle temperature as the initial condition to mimic the back-arc opening of Japan Sea. As a result, the thermal boundary layer under the back arc gradually

\[ \text{Fig. 6. (a) The 3D temperature field of Case 12 (A) and Case 13 (B). The value of isothermal surface is 1000 °C. Thin contours on the right walls show the temperatures drawn by every 200°. The time in the figure is the time after the introduction of chemical agent. The modeled region covers 200×3 km × 200×3 km × 200 km. The low viscosity wedge (LVW) is fixed in space. As } h_c \text{ increases, the spatial pattern of the small-scale convection changes from steady one to flip-flop pattern, that is, the hot region becomes cold one and vice versa. (b) Temporal and spatial changes of horizontal velocity and temperature for A and B of Fig. 6a. Arrow shows the horizontal velocity and its scale is shown on the right corner of the figure. The contour and the gray scale (color version is available on the website) show the temperature field. The contour interval is 200°. Numbers in the figures are the temperatures in °C.} \]
increases over time. Thus, when the small-scale convection starts to occur, the thermal boundary layer is thin. This will result in the flip-flop pattern of temporal change. From this result, Honda and Yoshida (2005) pointed out that the past distribution of volcanoes in the NE Honshu may suggest such a flip-flop pattern for the validation of their model.

We note that the interpretation of past volcano distribution in the NE Honshu also allows the alternative view that the pattern was stable and the roll pattern gradually appeared as the small-scale convection became vigorous. This is because we do not know the age distribution under the presently active area.

Other important point which Honda and Yoshida (2005) suggested is the migration of volcanic activity from the back arc to the trench, which is also observed in Izu–Bonin subduction zone (e.g., Honda et al., 2007). This might not be able to be explained by the stable pattern of convection and may involve more complex non-steady thermal (e.g. Fig. 6b) and thermal–chemical (e.g. Fig. 4a) plumes.

5. Conclusions

In this study, we have developed a simple model of small-scale convection in the mantle wedge driven both by thermal and chemical density anomalies. Our major finding is that the chemically buoyant material suppresses the three-dimensional instability caused by the thermal effects, when the along-arc variation of chemical source does not exist. Our results suggest the importance of chemical density for the origin of cold mantle wedge or nose in the corner of the mantle wedge. We also studied the temporal variation of three-dimensional pattern of small-scale convection and found that the thickness of the thermal boundary layer under the back arc controls it. The thick thermal boundary layer tends to suppress the temporal pattern change and the thin boundary layer makes the flow flip-flop type (Honda and Yoshida, 2005). Present results will provide the basis for understanding the origin and temporal evolution of island arc volcanism.
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