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The seismic cycle at subduction thrusts:
Insights from seismo-thermo-mechanical models
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[1] The underestimation of the size of recent megathrust earthquakes illustrates our
limited understanding of their spatiotemporal occurrence and governing physics. To
unravel their relation to associated subduction dynamics and long-term deformation, we
developed a 2-D continuum viscoelastoplastic model that uses an Eulerian-Lagrangian
finite difference framework with similar on- and off-fault physics. We extend the
validation of this numerical tool to a realistic subduction zone setting that resembles
Southern Chile. The resulting quasi-periodic pattern of quasi-characteristic M8–M9
megathrust events compares quantitatively with observed recurrence and earthquake
source parameters, albeit at very slow coseismic speeds. Without any data fitting, surface
displacements agree with GPS data recorded before and during the 2010 M8.8 Maule
earthquake, including the presence of a second-order flexural bulge. These surface
displacements show cycle-to-cycle variations of slip deficits, which overall accommodate
�5% of permanent internal shortening. We find that thermally (and stress) driven creep
governs a spontaneous conditionally stable downdip transition zone between
temperatures of �350ıC and �450ıC. Ruptures initiate above it (and below the forearc
Moho), propagate within it, interspersed by small intermittent events, and arrest below it
as ductile shearing relaxes stresses. Ruptures typically propagate upward along
lithological boundaries and widen as pressures drop. The main thrust is constrained to be
weak due to fluid-induced weakening required to sustain regular subduction and to
generate events with natural characteristics (fluid pressures of �75–99% of solid
pressures). The agreement with a range of seismological, geodetic, and geological
observations demonstrates the validity and strength of this physically consistent
seismo-thermo-mechanical approach.
Citation: van Dinther, Y., T. V. Gerya, L. A. Dalguer, P. M. Mai, G. Morra, and D. Giardini (2013), The seismic cycle at subduc-
tion thrusts: Insights from seismo-thermo-mechanical models, J. Geophys. Res. Solid Earth, 118, doi:10.1002/2013JB010380.

1. Introduction
[2] Earthquakes occurring in convergent margins released

approximately 90% of the last centuries seismic moment
[e.g., Pacheco and Sykes, 1992]. They caused enormous
human and economic loss as recently observed in Japan
(2011 M9.0 Tohoku), Chile (2010 M8.8 Maule), and
Indonesia (2004 M9.2 Sumatra). The physical mechanisms
governing the spatiotemporal pattern of these megathrust
earthquakes, however, elude us. This is illustrated in the
Japanese region of Tohoku where an earthquake of M9.0 was
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deemed highly improbable for several reasons, including the
combination of regional parameters governing subduction
dynamics [Stein et al., 2012; Kagan and Jackson, 2013].
To improve the understanding of why and where these
earthquakes happen and when they might recur, physics-
based numerical modeling tools are necessary. They have
the potential to overcome the limited direct observables in
both space and time. Therefore, we are developing a new
physically consistent seismo-thermo-mechanical cycling
approach (STM) in which active fault planes, geometries,
and material properties evolve in response to amongst others
tectonic stresses, temperatures, and pressures. This physics-
based approach can lead to new insights into the cause-and-
effect relations between subduction dynamics, long-term
deformation features, and seismicity.

[3] Various numerical modeling approaches have been
developed to investigate the seismic cycle [Lapusta and
Barbot, 2012, and references therein] at subduction thrusts
[van Dinther et al., 2013, and references therein]. However,
a comprehensive long-term numerical model of a realistic
subduction zone that includes the three key ingredients—
slow tectonic loading, rate-dependent friction, and vis-
coelastic stress relaxation of the mantle—does not exist
yet [Wang, 2007]. Several approaches include both slow
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tectonic loading and rate-dependent friction [e.g., Kaneko et
al., 2010], but these methods typically lack permanent defor-
mation. In contrast, models that do include viscous stress
relaxation predefine either slip or stress drop [e.g., Hirahara,
2002] or do not resolve slow tectonic loading [e.g.,
Heimpel, 2006].

[4] These approaches typically simulate subduction on
an a priori defined, planar fault plane. Certain continuum
approaches simulate self-consistent evolution of coseismic
ruptures on evolving fault planes, like the damage rheology
model for irreversible brittle deformation [e.g., Lyakhovsky
and Ben-Zion, 2008]. These approaches typically focus
on short time scales and ignore permanent deformation,
although the long-term evolution has been studied for strike-
slip fault systems [e.g., Lyakhovsky and Ben-Zion, 2009;
Finzi et al., 2009]. In a subduction setting the long-term geo-
metric and material evolution feedback on the seismic cycle
is ignored, but for a viscoelastoplastic laboratory model
[Rosenau et al., 2009; Rosenau and Oncken, 2009]. Numer-
ical models, however, offer more flexibility and a more
realistic geometry and rheology.

[5] The continuum viscoelastoplastic approach further
developed in this paper [Gerya and Yuen, 2007; van Dinther
et al., 2013] has the potential to fill this gap and bridge
seismological and geological observational time scales. The
self-consistent evolution of coseismic rupture nucleation and
propagation and subsequent long-term evolution of interface
geometry and surface topography is driven by a kinematic
ridge push and a dynamic slab pull (gravity and lower den-
sity mantle). This leads to spontaneous slab bending and
interface locking guided by feedbacks due to the evolving
temperature, stress, pressure, and compositional distribu-
tions. This unified physical framework guides both the fault
zone and medium response. It has an approximated free sur-
face, an incompressible inertia implementation, and it allows
for large deformations.

[6] The seismic cycle applicability of this continuum
viscoelastoplastic approach was demonstrated through val-
idation against an innovative laboratory model [Corbi
et al., 2013; van Dinther et al., 2013]. This validation
demonstrated that comparable fast frictional instabilities are
generated if friction varies similarly with slip rate. The
resulting simple wedge model captured a range of physical
phenomena observed in nature, including (a) ruptures that
(back-) propagate as cracks or self-healing pulses and (b)
afterslip that complements surface displacements during the
postseismic period. The current study extends the laboratory
validation to a more realistic setup of the Southern Chilean
convergent margin through a comparison to a variety of nat-
ural observations. The validation is extended by highlighting
several interesting implications that result from physically
consistent feedback mechanisms.

[7] A description of the seismo-thermo-mechanical
numerical modeling approach (section 2) is followed by
an analysis of the model’s physical characteristics and spa-
tiotemporal megathrust pattern (section 3.1). In section 3.2
we analyze the corresponding interseismic, coseismic, and
postseismic surface displacements, which are shown to
agree surprisingly well with interseismic and coseismic GPS
measurements in Southern Chile. Subsequently, the analysis
of underlying stresses and strengths at the thrust reveals that
temperature mainly governs downdip rupture characteristics

in this specific setup (section 3.3). Finally, a parameter
study on fault strength shows that both fluid-induced and
frictional weakening are necessary and noninterchange-
able (section 3.4). These findings and their limitations and
implications are then discussed in broader perspective, high-
lighting the correspondence to a wide range of natural
observations (section 4). Two appendices provide details on
the selection of frictional parameters (Appendix A) and on
the sensitivity of the model results to subduction velocity
and mantle shear modulus and viscosity (Appendix B).

2. Method
[8] We adopt the viscoelastoplastic, continuum mechanics

thermomechanical code I2ELVIS [Gerya and Yuen, 2007].
This code has been validated for seismic cycle applica-
tions using an iso-viscoelastic, purely mechanical version
[van Dinther et al., 2013], while the long-term evolu-
tion of temperature is benchmarked separately [Gerya and
Yuen, 2003a]. Below we briefly summarize the method
provided in more detail in van Dinther et al. [2013],
while focusing on the additional components relevant for
simulating seismogenesis in a realistic subduction zone.
This includes solving the heat equation; using stress-,
pressure-, and temperature-dependent viscous flow laws;
and the treatment of (de)hydration, fluid flow, and erosional
processes. These processes act upon a self-consistent model
that simulates the subduction of an oceanic slab below a con-
tinent, which is driven both by an applied kinematic ridge
push and spontaneous slab pull.

2.1. Governing Equations
[9] The two-dimensional thermomechanical code uses an

implicit, conservative finite difference scheme on a fully
staggered Eulerian grid in combination with a Lagrangian
marker-in-cell technique. The code solves for the conser-
vation of mass, momentum, and energy. The Lagrangian
markers track lithology, corresponding properties and stress
histories, as they are advected according to the velocity field
and leave the Eulerian grid undeformed [e.g., Brackbill and
Ruppel, 1986; Gerya and Yuen, 2003b].

[10] The following three mechanical equations are solved
to obtain the horizontal and vertical velocities, vx and vz, and
pressure P (defined as the mean stress)

@vx

@x
+
@vz

@z
= 0, (1)

@� 0xx
@x

+
@� 0xz
@z

–
@P
@x

= �
Dvx

Dt
, (2)

@� 0zx
@x

+
@� 0zz
@z

–
@P
@z

= �
Dvz

Dt
– �g. (3)

[11] The continuity equation (1) assumes an incompress-
ible medium. The equations of motion (2) and (3) are written
in terms of deviatoric stress tensor components � 0ij and
include gravity acceleration g (= 9.81 m/s2) and incom-
pressible inertia (i.e., including shear waves but not pressure
waves). The inertial term is represented by density � times
the Lagrangian time derivative of the respective velocity
components Dv

Dt and stabilizes high slip rates at small time
steps [van Dinther et al., 2013].
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[12] In the same framework, solving the Lagrangian form
of the energy equation provides temperature T and is given
by

�Cp

�
DT
Dt

�
= –

@qx

@x
–
@qz

@z
+ Ha + Hs + Hr, (4)

qx = –k
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@x
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, (5)

Ha = T˛�
�

vx
@P
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+ vz
@P
@z

�
, (6)

Hs = � 0xx(P"0xx – P"0xx,elastic)+� 0zz(P"
0

zz – P"0zz,elastic)+2� 0xz(P"
0

xz – P"0xz,elastic). (7)

[13] Here thermal conductivity k and density depend on
temperature and rock composition c. Cp is isobaric heat
capacity, DT/Dt is the Lagrangian time derivative of temper-
ature, and qx and qz are the horizontal and vertical heat flux,
respectively. ˛� is the thermal expansion coefficient and P"0ij
refers to the deviatoric strain rate tensor components. This
energy equation includes contributions from conductive heat
transport and volumetric internal heat generation H due to
adiabatic (de)compression Ha, shear heating during nonelas-
tic deformation Hs, and lithology-specific radioactive heat
production Hr [e.g., Gerya and Yuen, 2007].

2.2. Rheological Model
[14] These equations are solved using constitutive rela-

tions that relate deviatoric stresses and strain rates in a
nonlinear viscoelastoplastic manner according to

P"0ij =
1

2�
� 0ij +

1
2G

D� 0ij
Dt

+

(
0 for � 0II < �yield

�
@gpl
@� 0ij

for � 0II = �yield
(8)

[15] In these relations � is effective viscosity and G is
shear modulus. D� 0ij/Dt is the objective corotational time
derivative solved using a time explicit scheme [e.g., Moresi
et al., 2003]. � is a plastic multiplier connecting plastic
strain rates and stresses and gpl is the plastic flow poten-
tial. � 0II is the second invariant of the deviatoric stress tensor
(
p
� 02xx + � 02xz ), which is compared to the local plastic strength

�yield. The amount of elastic versus viscous deformation is
determined by the viscoelasticity factor (G�t)/(G�t + �vp)
[e.g., Moresi et al., 2003; Gerya, 2010a]. The end-member
elastic and viscous rheological behaviors are fully regained
if the computational time step �t times shear modulus is
respectively much smaller or much larger than the effective
viscoplastic viscosity �vp. This viscosity-like Lagrangian
parameter is � if plastic deformation is absent and � � 0II

��+� 0II
if

plastic yielding occurs.
[16] The nonlinear creep viscosity � is defined as a func-

tion of temperature, pressure, and stress and follows exper-
imentally determined dislocation creep flow laws. It can be
written as a function of the second deviatoric stress invariant
[e.g., Ranalli, 1995] as

� =
�

1
� 0II

�(n–1)

�
1

2AD
� exp

�
Ea + PVa

RT

�
, (9)

where R is the gas constant (8.314 J/(mol�ıC). Stress expo-
nent n, preexponential factor AD, activation energy Ea, and
activation volume Va are experimentally determined rheo-
logical parameters set for each lithology.

2.3. Hydration and Fluid Flow Processes
[17] We simulate temperature, pressure, and depth-driven

slab dehydration and resulting long-term fluid flow pro-
cesses in a thermodynamically and petrologically consistent
manner [e.g., Gerya and Meilick, 2011]. Long-term fluid
flow means that we neglect short-term spatiotemporal vari-
ations of pore fluid pressures, i.e., hydraulic properties and
pore fluid pressures are constant [e.g., Faccenda et al.,
2009]. We rather self-consistently solve on what locations
fluids will be present. At these locations material strength is
reduced (section 2.4), thereby playing an important role in
the generation of earthquakes [e.g., Saffer and Tobin, 2011].

[18] At the onset of subduction, water is contained within
the crystal structures of ocean floor sediments and the
oceanic crust [Gerya and Meilick, 2011]. Additionally,
1 wt% of pore water is present within the pores of the altered
top of the oceanic crust and sediments. As the slab subducts,
water is released both due to metamorphic dehydration reac-
tions and compaction. As pressure and temperature increase,
metamorphic reactions release water as crystal structures
are able to contain less water [e.g., Peacock, 1993; Gerya
and Meilick, 2011]. The in situ water content of a rock
assemblage is computed based on thermodynamic equilib-
rium following a Gibbs free energy minimization approach
[Connolly, 2005; Gerya et al., 2006]. The compaction of
basalt and sediments leads to the release of pore fluids as
porosity decreases with depth. This is described by a func-
tion in which the pore water content decreases linearly from
1 wt% at 0 km to 0 wt% at 75 km. Based on the newly
calculated maximum water content (both mineralogical and
porous) of a small volume (represented by a rock marker),
excess water is released (i.e., a fluid marker is formed).
The free water migrates through the deforming rocks until
it is (partially) consumed by a rock assemblage able to do
so. Migrating fluids follow the path of the highest pressure
gradient [e.g., Faccenda et al., 2009] at speeds vx,water and
vz,water of

vx,water = vx –
vper

(�m – �f)g

�
@P
@x

�
, (10)

vz,water = vz –
vper

(�m – �f)g

�
@P
@z

– �fg
�

. (11)

[19] In these equations, vx and vz represent the local rock
velocities and �m and �f are the mantle (3300 kg/m3) and
fluid (1000 kg/m3) densities, respectively. vper indicates the
relative upward velocity of the percolating fluid (0.1 cm/yr)
[Gorczyk et al., 2007]. This relatively low velocity of rela-
tive water percolation is adopted to reduce the extent of ser-
pentinization of the upper plate and simplify the lithological
structure of the plate interface.

2.4. Plasticity and Friction Formulations
[20] The brittle faulting process is represented by nonas-

sociated Drucker-Pager plasticity [Drucker and Prager,
1952], as routinely done in geodynamics [e.g., Poliakov et
al., 1993; Buiter et al., 2006]. This yielding model limits
the second invariant of the deviatoric stress tensor at each
marker by the pressure-dependent yield stress �yield

�yield = C + � �
�

1 –
Pf

Ps

�
� P, (12)
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where C is cohesion and � is the effective friction coeffi-
cient, calculated as a function of slip rate and temperature-
dependent properties. Pf/Ps represents the pore fluid pressure
factor �. To satisfy the yielding criterion and to main-
tain local equilibrium between deviatoric stresses and strain
rates, the local viscosity is decreased. This weakens the
material and localizes deformation around that marker. This
Lagrangian approach provides a local invariant formulation
that does not require the a priori definition of a fault plane.
The evolving rupture rather selects a path as a function of
the local stress and strength field.

[21] The pore fluid pressure factor � represents the reduc-
tion of frictional sliding resistance due to the pore fluids,
whose pressure Pf opposes the acting solid rock pressures
Ps (=P). For dry rocks, a pore fluid pressure factor of 0 is
assumed, except for the shallowest 5000 m over which �
linearly decreases from a hydrostatic gradient of 0.4 at the
surface to 0. This highly simplified implementation mimics
the increase of brittle rock strength with depth due to the
absence of fluids in dry rocks. However, if migrating pore
fluids are present, rocks in a radius of 2000 m are assumed
to be subjected to increased pore fluid pressures.

[22] A friction coefficient dependent on slip velocity
is crucial to simulate brittle instabilities or analog earth-
quakes with this continuum approach [van Dinther et al.,
2013]. Sufficient coseismic weakening and subsequent heal-
ing is obtained through a strongly rate-dependent friction
formulation [e.g., Burridge and Knopoff, 1967; Cochard and
Madariaga, 1994; Ampuero and Ben Zion, 2008]. We cal-
culate the effective steady state friction coefficient at every
marker as a function of slip rate V as

� = �s(1 – 	 ) + �s
	

1 + V
Vc

. (13)

[23] In equation (13) �s is the static friction coefficient
and 	 is the maximum amount of weakening that can be
induced by increasing slip rate. 	 is equivalent to –(˛ – ˇ)/
�s, where ˛ and ˇ quantify the direct and evolution effect,
respectively. These are related to a and b in classical rate-
and-state friction formulations [Ampuero and Ben Zion,
2008]. The minimum dynamic friction coefficient �d is
�s � (1 – 	 ), which is asymptotically approached as 1/V. If
	 > 0 (or ˛ – ˇ is negative), this formulation results in
velocity-weakening behavior, so that a decrease of strength
initiates an instability and introduces stick-slip dynamics. If
	 < 0, velocity-strengthening behavior or stable slip results
as a strength increase inhibits instabilities. Finally, Vc is the
characteristic slip velocity at which half of the friction drop
will have occurred. This characteristic value normalizes the
local viscoplastic slip velocity V, which is calculated as the
velocity difference between two nodal interfaces and repre-
sented by the viscoplastic strain rate �yield/�m times the grid
size dx. Here �m denotes the local viscosity from the previ-
ous time step. This grid size-dependent scheme cancels the
change of strain rate with grid size and introduces a length
scale into the inherent grid size-dependent plasticity prob-
lem [e.g., Needleman, 1988; Lavier et al., 2000; van Dinther
et al., 2013].

2.5. Model Setup
[24] We model a 1500 � 200 km2 trench-normal section

of the Southern Chilean convergent margin in which the

oceanic Nazca slab subducts into the upper mantle beneath
the continental South American plate (Figure 1a). Subduc-
tion is forced by imposing a constant plate velocity nearly
500 km seaward of the trench (Figure 1a). The initiation of
subduction is facilitated by an initial weak zone that fol-
lows a wet olivine flow law and has a very low plastic
strength [e.g., Gerya and Meilick, 2011]. As subduction pro-
gresses, the oceanic crust replaces this weak material and
the system assumes a stable slab dip and geometry. This
configuration is consistent with, e.g., imposed velocities,
interface strength, and surrounding mantle and lithosphere
properties (Figure 1b). After 5.1 My, a starting configura-
tion (t = 0) with a stable geometry and stress state was
obtained by stepwise reducing time steps and increasing
interface strength.

[25] The configuration resembles the continental margin
in Southern Chile around 36ıS (Figure 1, as used in e.g.,
Gorczyk et al. [2007]). This margin recently experienced
two megathrust earthquakes: the 1960 M9.5 Valdivia and
2010 M8.8 Maule events. Seismic refraction profiles and
gravity and local tomography data provide the suggested
lithological boundaries and indicate a �25 km deep and
150 km wide (paleo-)sedimentary wedge [e.g., Krawczyk et
al., 2006]. The subduction velocity of 7.5 cm/yr and ther-
mal slab-cooling age of 40 My are constrained for Southern
Chile from a geodynamic database [Heuret and Lallemand,
2005].

2.6. Material Parameters
[26] The model comprises upper and lithospheric mantle

(anhydrous peridotite), continental and oceanic crust, and a
prism of sediments (Figure 1). The oceanic crust is com-
posed of 5 km thick gabbro overlain by 2 km of fractured
and hydrated oceanic upper crust, which is modeled using
a wet quartzite rheology. This simulates the simultaneous
presence of subducted sediments and potential overriding
crust slices within the rock melange that forms the South-
ern Chile 3–7 km wide subduction channel [e.g., Shreve
and Cloos, 1986; Lohrmann et al., 2006; Fagereng and
Sibson, 2010]. The (numerical) subduction channel contains
several fault zones of spontaneously forming, continuously
switching active thrust interfaces. Additionally, dehydration
at low velocities adds a thin �1 km layer of serpentinites
below the overriding plate’s lithospheric mantle (Figure 1b).
The thermomechanical parameters and flow laws corre-
sponding to these lithologies comply with previously used
data sets [e.g., Gerya et al., 2006; Gorczyk et al., 2007;
Faccenda et al., 2008; Gerya, 2010b; Gerya and Meilick,
2011] (Table 1).

[27] The plastic/brittle parameters used correspond to
recent slip rate-dependent laboratory data (Table 1). The
frictional properties of the subduction thrust interface
are guided by temperature-dependent laboratory experi-
ments on wet illite-rich gouge [den Hartog et al., 2012]
(Appendix A, Figure 2). These laboratory data indicate a
velocity-weakening domain surrounded by an updip and
downdip domain with velocity strengthening (model 3 in
Figure 2). In the reference model, however, we exclude
the downdip velocity-strengthening domain to analyze the
self-consistent effects of temperature, stress, and geometry
(red thick line for model 2 in Figure 2). In model 1 we
exclude both velocity-strengthening domains.
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a)

b)

Figure 1. Model configuration depicting lithology (in color) overlain by isotherms (in white and ıC).
(a) Initial configuration for the entire model domain, including mechanical boundary conditions in red.
(b) Zoom of starting configuration after 5.1 My of subduction (t = 0). The axis values are from here
onward, shown with respect to the bathymetric minimum, i.e., the trench.

[28] Cohesion or residual strength assumed for the thrust
interface is relatively low (6 MPa) [Schultz, 1995]. This
assumption reflects the significant degree of fracturing and
damage that occurred during ongoing subduction. Cohesion
for all other rock types is set to 200 MPa to inhibit plas-
ticity outside the thrust interface, once we decrease time
steps to go toward the initial configuration. This simplifi-
cation allows us to focus our analysis on interplate seis-
micity, as in the laboratory validation study [van Dinther
et al., 2013].

[29] The pore fluid pressure factor � (Pf/Ps) is set to
0.95 based on differential stress predictions for the South-
ern Chilean margin [Seno, 2009]. This factor is varied
over a wide range in a parametric study to evaluate its

impact on interplate seismicity, stress levels, and thrust
interface orientation.

2.7. Initial and Boundary Conditions
[30] A free displacement (or free slip) mechanical bound-

ary condition acts at the top and side boundaries. The lower
boundary is vertically penetrable and assumes that external
free slip is satisfied at a depth of 500 km [Gorczyk et al.,
2007] (Figure 1a). The top boundary is treated as an approx-
imated internal free surface by using 8–12.5 km of air with
a very low viscosity (1�1017 Pa�s) and density (1 kg/m3)
to minimize shear stresses [e.g., Schmeling et al., 2008].
The shear modulus of the air is set to 700 GPa to ensure
the air behaves as a fully viscous body at each time step

Table 1. Rheological Parameters of Relevant Materialsa

Material Flow Law �0 n Ea Va G �d
0 k e Hr �s C

Sediments Wet quartziteb 1.97�1017 2.3 1.54�105 0.80 10 2600 [0.64+807/(T+77)]�exp(4 10–5P) 2 0.35f 200
Upper cont. crust Wet quartzite 1.97�1017 2.3 1.54�105 1.20 25 2700 [0.64+807/(T+77)]�exp(4 10–5P) 1 0.72g 200
Lower cont. crust Wet quartzite 1.97�1017 2.3 1.54�105 1.20 25 2700 [0.64+807/(T+77)]�exp(4 10–5P) 1 0.72g 200
Upper oceanic crust Wet quartzite 1.97�1017 2.3 1.54�105 0.80 25 3000 [1.18+474/(T+77)]�exp(4 10–5P) 0.25 0.50h 6l

Lower oceanic crust Plagioclaseb 4.80�1022 3.2 2.38�105 0.80 25 3000 [1.18+474/(T+77)]�exp(4 10–5P) 0.25 0.85i 200
Lithosphere mantle Dry olivineb 3.98�1016 3.5 5.32�105 0.80 67 3300 [0.73+1293/(T+77)]�exp(4 10–5P) 0.022 0.60j 200
Mantle Dry olivine 3.98�1016 3.5 5.32�105 0.80 67 3300 [0.73+1293/(T+77)]�exp(4 10–5P) 0.022 0.60j 200
Serpentinized mantle Antigoritec 3.21�1036 3.8 8.90�103 0.32 67 3000 [0.73+1293/(T+77)]�exp(4 10–5P) 0.022 0.52k 200

aOther properties for all rock types are ˛� = 3�10–5 K–1 and ˇ�=1�10–5 MAP–1 that make � = �0 � [1–˛�(T–298)] � [1+ˇ�(P–0.1)] and Cp = 1000 J/kg/K
and �=0.7. �0 is the reference viscosity in Pan s and is equal to the preexponential exponent 1/Ad in equation (9). Ea is in J, Va is in J/bar, G is in GPa,
�0 is reference density in kg/m3, k is in W/m/K (at TK, PMPa), Hr is in �W/m3, and C is in MPa. bRanalli [1995]; cHilairet et al. [2007]; dTurcotte and
Schubert [2002]; Bittner and Schmeling [1995]; eClauser and Huenges [1995]; Hofmeister [1999]; fden Hartog et al. [2012]; gChester and Higgs [1992];
hDi Toro et al. [2011]; iTsutsumi and Shimamoto [1997]; jDel Gaudio et al. [2009]; kEscartin et al. [1997]; lSchultz [1995].
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Figure 2. Friction parameters (equation (13)) with temperature for three different model setups:
(1) purely velocity weakening, (2) including updip velocity strengthening (reference model), and (3)
including downdip velocity strengthening. (a) Static friction coefficient �s, (b) amount of weakening 	
(1 – �d

�s
), and (c) characteristic velocity Vc. Values are guided by relations observed in den Hartog et al.

[2012] (see Appendix A).

(i.e., �t/tMaxwell >1000). This sticky air approach ensures
that topography is created consistently. Topographic evolu-
tion is affected by erosion, implemented through a transport
equation at the Eulerian surface

@zes

@t
= vz – vx

@zes

@x
+ ve, (14)

where zes is the vertical position of that surface and ve is
the gross-scale erosion rate of 0.03 cm/yr for zes <8 km and
0 for zes >8 km [Gerya and Meilick, 2011]. Low viscos-
ity regions are prescribed next to the side walls and bottom
boundary to allow for lithosphere decoupling and slab pene-
tration, respectively. Additionally, lower and upper viscosity
limits of 1�1017 and 1�1025 Pa�s are applied throughout the
model.

[31] The initial temperature field (white contours in
Figure 1a and subsequent figures) were calculated accord-
ing to (a) an oceanic lithosphere of 40 Ma [Turcotte and
Schubert, 2002], (b) a linearly increasing temperature from 0
to 1300ıC for continental depths from 0 to 100 km, and (c) a
temperature gradient of 0.5ıC/km within the asthenospheric
mantle. This initial profile evolves into a self-consistent ther-
mal structure in response to time-dependent temperature
changes due to subduction (equation (4)), while complying
with thermal boundary conditions. These are set to 0ıC at
the top, zero heat flux at the sides, and an infinite-like con-
stant temperature condition at the lower external boundary
[Gorczyk et al., 2007].

[32] To solve the above-described problem we utilize a
2-D nonuniform, fully staggered finite difference grid of
1466� 270 nodes. This provides a grid size of 500 m within
the 450 � 100 km zone of interest (and maximum 2000 m
outside of it). Rock-specific properties and changes in phys-

ical quantities are tracked using 22.4 million markers. Time
is traversed with computational and displacement time steps
of 5 years, thereby smoothing most coseismic effects.

3. Results and Analysis
[33] This section analyzes the response of the reference

model that has velocity-strengthening friction below tem-
peratures of � 130ıC and velocity-weakening friction for
higher temperatures (model 2 in Figure 2). The simulated
seismic cycles are characterized by partially locked inter-
seismic periods, rapid coseismic seaward motions of the
forearc, and relaxing postseismic responses [e.g., Wang,
2007; van Dinther et al., 2013]. Throughout the manuscript,
we refer to the region with thrust fault zone tempera-
tures below about 150ıC as “updip,” while “downdip”
refers to thrust temperatures above about 350ıC and
“active seismogenic zone” denotes the region in between.
It is important to realize that this terminology is not a
priori related to a predefined frictional stability, unless
specifically mentioned.

3.1. Seismicity
[34] The physical state of the continental margin at the

end of an interseismic period is depicted in Figure 3 (left
column). The viscous strength profile in Figure 3a shows a
strong oceanic slab subducting beneath a continent in which
a weak lower crust is sandwiched between a stronger upper
crust and continental lithospheric mantle. Effective viscosi-
ties along the subduction channel are low within horizontal
distances of 75 km from the trench X or temperatures T
below � 140ıC, where the thrust is defined to creep aseis-
mically. As temperatures (and stresses) increase, viscosities
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Figure 3. Main physical variables of the reference model (friction model 2 in Figure 2) (a, c, e) one
time step before and (b, d, f) at the peak of the reference event. Variables are (a) effective viscosity �vp,
(b) viscosity difference with respect to Figure 3a, (c) second invariant of the deviatoric stress tensor, (d)
stress difference with respect to Figure 3c, (e, f) horizontal velocity in color overlain by arrows indicating
velocities (note that arrows in Figure 3f are 10 times smaller). All plots are overlain by white isotherms
at 100ıC, 150ıC, 350ıC, and 450ıC. X refers to the landward distance from the trench, Z refers to the
depth below the trench. Regions marked with crosses experience horizontal extension and those marked
with hyphens experience horizontal compression.

start to decrease beyond 100 km, reaching near upper mantle
values of � 3 � 1019 Pa�s at 180 km. These two low-viscosity
regimes at the thrust lead to two lower stress regimes
surrounding a high-viscosity, interseismically locked zone.
Within this active seismogenic zone the second invariant of
the deviatoric stresses increase with depth up to �35 MPa
(Figure 3c). The locking in this region is confirmed by
a low slip zone between �75 and �130 km (Figure 3e).
Beyond this zone, interseismic velocities within the overrid-
ing plate decrease. These velocities, however, increase again
below the “interplate decoupling depth” [Furukawa, 1993]
at 75 km, as mantle wedge material is dragged down along
with the slab again.

[35] During the subsequent representative event, yield-
ing of one specific upward-widening interface occurs as
indicated by a drop in viscosity (Figure 3b). The selected
rupture path varies from event to event in location and
thickness depending on the local stress and strength field
within the subduction channel. Most ruptures, however,
propagate along the bottom of the composite subduction
channel. Within this composite fault zone, we observe a
stress drop along the rupture with respect to the start of the
event (Figure 3d). Stress increases at the rupture tips and out-
side of the fault zone. Within the bending slab this increasing
second invariant pattern is overprinted in two quadrants
by compression in the outer extensional bend, downdip of
the rupture, and extension in the inner compressional bend,
updip of the rupture. As the slab decouples from the over-
riding plate, it subducts about five times faster in a more
downward direction (Figure 3f). A more detailed analysis
of this reference event is provided throughout these results.
For a better visual understanding we refer to a movie in the
supporting information.

[36] The reference event is typical for a series of 36 events
recorded over 35,000 simulation years in which over 2000 m

of slab displacement occurred. We use the method of Corbi
et al. [2013] and van Dinther et al. [2013] to automat-
ically identify seismic events and determine their source
parameters. This uses a velocity threshold applied to the spa-
tiotemporal evolution of thrust-parallel velocities at a line
6.4 km (1 cm in the laboratory) above the evolving thrust
interface (Figure 4). White and gray colors depict land-
ward motions of the forearc and illustrate the interseismic
locking pattern. If seaward velocities (yellow to black) are
faster than -15.6 cm/yr (3.8 times the interseismic veloc-
ity of the slowest slipping part as in Corbi et al. [2013]), a
rupture is occurring. The word “rupture” here refers to the
occurrence of rapid threshold-exceeding slip during which
permanent displacement and stress drop occur along a local-
ized interface. Its source parameters are defined based on
the extremes of the velocity threshold (Figures 4b and 4c).
The reference event nucleates near 125 km and ruptures
as a bilateral crack that predominantly accelerates upward
(Figure 4b).

[37] This method for detecting simulated seismic events
reveals a regular series of large thrust events that have an
average overriding plate displacement of 18 m (covering a
range from 0.1 to 30 m) on average every 881 (236–1452)
years (Figure 4a). These events have an average horizontal
width of 114 (0.9–189) km. Using empirical scaling rela-
tions of Blaser et al. [2010], this width roughly scales to
moment magnitudes of about 8.3 (3.9–9.0). These predomi-
nantly megathrust events are several orders of magnitude too
slow with average rupture speeds of 2.8�10–5 m/s and maxi-
mum displacement velocities of 2.6�10–8 m/s. Ruptures thus
last for an average of 5.1�107 min (97 years). The hypocen-
ters (open circles) are typically located 120–140 km from
the trench, where plate locking decreases spontaneously
and interseismic slip thus increases (Figures 3e and 4a).
Most ruptures then accelerate up to their peak velocity
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Figure 4. Spatiotemporal evolution of thrust-parallel velocity at 6.4 km above the thrust interface (deter-
mined by the vertically highest strain rate within the subduction channel) for (a) the simulation and (b)
the reference event at t = 26, 390 yr. In Figure 4a we add hypocenter location (open circle), peak slip loca-
tion (star), and maximum rupture extent (lines) in black and imposed frictional stability limits in green.
They are estimated from the red and green extremes of the black-dotted thrust-parallel velocity contour
depicted in Figures 4b and 4c. Figure 4c shows the corresponding accumulated overriding plate displace-
ment. Once averaged over space, this provides accumulated one-sided displacement (indicative of slip).
Note that the true hypocenters are typically located 10 km more landward, as this distance is needed for
the ruptures to accelerate and pass beyond the velocity threshold at 6.4 km above the thrust.

locations (stars) between 75 and 92 km, just below the
defined velocity-strengthening updip limit.

[38] The regularity of these events is quantified using the
coefficient of variation Cv [Kuehn et al., 2008], which is cal-
culated as the standard deviation over the average of a given
distribution. The resulting values indicate that our event
recurrence is quasi-periodic (Cvrec.interval = 0.3, i.e., < 1) and
quasi-characteristic (Cvevent.size �0.4).

3.2. Surface Displacements
[39] Figure 5 provides an overview of the surface dis-

placements recorded for the reference model with velocity-
weakening friction below �130ıC (model 2 in Figure 2).
Figures 5a and 5b depict a zoom of the temporal evolution
of the respective horizontal and vertical components of an
array of seven-colored markers that are ordered according
to their distance to the trench (Figure 5f). Their displace-
ment shows a horizontal sawtooth pattern of rapidly seaward
moving events alternating with periods of slow landward
displacement, as observed above the thrust in Figure 4.
The complementary vertical displacement pattern is slightly
more complex, but the main features correspond to an inter-
seismically locked seismogenic zone that drags down the
surface above it and hence creates interseismic uplift land-
ward. The elastic strain accumulated during the interseismic
periods is released by coseismic displacements in accor-
dance with the elastic rebound concept [Reid, 1910]. Both
horizontal and vertical displacements reveal a spatially vary-
ing postseismic delay before displacements reverse to their
interseismic directions again.

[40] This time series of surface displacements reveals two
other observations relating to the amount of coseismic dis-
placement recovered, with respect to what was accumulated

during the interseismic period (Figures 5a and 5b). First,
this slip deficit varies from cycle to cycle and is not directly
determined by the preceding amount of interseismic strain.
The seismicity pattern is not distinctly time predictable. This
is confirmed by a low regression coefficient R2 between the
duration of the preceding interseismic period and consequent
mean slip (R2 = 0.23) and consequent mean rupture width
(R2 = 0.14). An example of an event that recovers about
one third more displacement than was accumulated is the
reference event that experiences overshoot and thus has a
negative slip deficit. Second, over the entire simulation about
5% of the interseismic displacement is not recovered during
the coseismic period. This instead contributes to permanent
anelastic deformation of the overriding plate.

[41] The spatial evolution of the reference event is illus-
trated in more detail in Figure 5 (right column). For a direct
comparison with natural observations, we add GPS mea-
surements from 28 stations recording during the interseismic
period in 1996, 1999, and 2002 in Southern Chile [Ruegg
et al., 2009] and from 31 stations recording during the
2010 M8.8 Maule earthquake [Vigny et al., 2011].

[42] The simulated spatial interseismic pattern shows
two distinct hinge points at 115 and 255 km landward of
the trench (Figure 5c). These locations correspond to the
thrust intersection with the continental Moho and to the
thrust intersection with the thermally defined continental
lithosphere-asthenosphere boundary (T = 1300ıC). The
interseismic extremes show subsidence of �5 m at 70 km
and a maximum of 1.9 m uplift a few kilometers seaward
of the spontaneous downdip limit of the seismogenic zone.
This spatial pattern with regions of seismogenic subsidence,
uplift, and again minor subsidence; the locations of the hinge
points; and the corresponding magnitudes are approximately
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a) b) c)

d)

e)

f)

Figure 5. Surface displacements both depicted in time, (a) in horizontal (+ = landward) and (b) vertical
(+ = upward) directions, and in space, as accumulated vertically (dashed lines are intermediates; solid
line is total) and horizontally (arrows show total) during the (c) interseismic (I), (d) coseismic (C), and
(e) 110 yr postseismic (P) period of the reference event (model 2). In Figures 5a and 5b displacements
are ordered according to distance to the trench but show displacements in meters according to the inset.
Figures 5c and 5d are overlain by GPS data points obtained in Southern Chile between 35ıS and 37.5ıS
with respect to a stable South America for the interseismic period (blue: Ruegg et al. [2009]; extrapolated
to 390 yr assuming constant locking) and 2010 M8.8 Maule earthquake (red: Vigny et al. [2011]). Their
coseismic data are multiplied by a factor 5 to compensate for a more than 4 times larger slip event (see
section 4.2). The line colors in Figures 5a and 5b correspond to different locations shown as colored
circles in Figures 5f, which depicts the continental margins lithology (black) and temperature (blue).

consistent with GPS data recorded before the 2010 M8.8
Maule earthquake by Ruegg et al. [2009]. Beyond reach of
typically land-based GPS stations, we observe minor inter-
seismic uplift of at most 1.2 m above the oceanic plate that
subducted for 20 m.

[43] The spatial evolution of the coseismic period roughly
mirrors the interseismic pattern, but for small shifts of the
hinge points (Figure 5d). During the event we observe a
translation from initial vertical motions above the hypocen-
ter to a final maximum uplift of 9.8 m at 70 km from the
trench. This spatial pattern of uplift surrounding a region
of subsidence in between 115 and 225 km from the trench
agrees well with GPS data obtained during the 2010 M8.8
Maule event [Vigny et al., 2011]. The amplitude of the
coseismic GPS data, however, had to be multiplied by a fac-
tor 5 to match the numerical event that slipped roughly four
times more (explained in section 4.2).

[44] Postseismic creep is most significant within 50 km
from the trench, although a minor postseismic delay of
reversal to subsidence of 20–100 years is observed beyond
250 km (Figure 5e).

3.3. Stress and Strength at the Thrust
[45] The above analysis is limited to what is observed

6.4 km above the thrust and at the surface and lacks insights
into the physics at the thrust interface. Figure 6 depicts a
zoom of the spatiotemporal evolution of the second invariant
of the deviatoric stress tensor (top), yield strength (middle),
and strength excess (bottom). To evaluate the intrinsic con-
tributions of temperature and pressure we analyze the refer-
ence model (models 2 in Figure 2) and afterward describe
the minor differences for models with less and more prede-

fined frictional stability regimes (models 1 and 3 in Figure 2,
respectively).

[46] The reference model (Figure 6, middle column)
shows a general increase in deviatoric stresses up to about
175 km from the trench (Figure 6b). There deviatoric
stresses start to decrease distinctly. This behavior identifies
the change from a domain regulated by brittle or plastic
strengths to a domain where the viscous or ductile strength
limits maximum stresses (i.e., the spontaneous brittle-ductile
transition). Deviatoric second invariant stresses within the
active seismogenic zone, approximately indicated by the
observed blue rupture extent lines, reach values ranging
from 10 to 35 MPa (around an average of �18 MPa).
This interseismic pattern is interrupted by events with a
sudden stress drop that starts at about 130 to 150 km. Rup-
ture propagation occurs as stresses are rapidly increased
as the rupture approaches, dropping them during the rup-
ture to �3–4 MPa lower than their initial value (for more
explanation, we refer to van Dinther et al. [2013]). How-
ever, within 60 and beyond 175 km from the trench events
instead increase stresses with up to �4 MPa. These are
postseismically relaxed up to the next event by afterslip
in a velocity-strengthening regime and viscoelastic stress
relaxation, respectively. The region below the more resistive
continental lithospheric mantle (between 145 and 175 km)
shows elevated deviatoric stresses and a complex pattern of
many local intermittent stress changes.

[47] The contemporary evolution of the yield stress shows
a similar increase with distance to the trench as depth and
pressures increase as well (Figure 6e). During events, the
dynamic reduction of the friction coefficient with slip rate
briefly reduces the strength by at most 10 MPa within 175 (or
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Figure 6. Spatiotemporal evolution at the thrust interface (defined by 55 equally spaced highest strain
rate markers at t = 0) of (a–c) second invariant of the deviatoric stress tensor, (d–f) strength or yield stress,
and (g–i) strength excess (i.e., rows 2 and 1) for three different models with no velocity strengthening
(left column), the reference model with additional updip velocity strengthening (middle column), and
additional downdip velocity strengthening (right column) (models 1, 2, and 3 in Figure 2). The dashed
green lines indicate the predefined frictional stability limits. Blue symbols and lines in the top row mark
the velocity-derived source parameters shown in black in Figure 4. X refers to the distance landward from
the trench. Tinter and Displ. values provide average values for the entire 35,000 year series for recurrence
interval and overriding plate displacement, respectively. Note that in all nonreference models the first
8,200 years are excluded to obtain a representative initial configuration. Note that the results described for
models 1 and 3 are independent of an accompanying adjustment of the static friction coefficient as well.

occasionally 185) km from the trench. Within 65 km from
the trench the strength is instead defined to increase. Local
strength heterogeneities occur due to the occasional absence
of highly overpressurized fluids (horizontal black lines in
Figures 6d–6f).

[48] These observations are summarized in the strength
excess (strength minus stress) that indicates how close a
local point on the fault is to failure (Figure 6h). This reveals
a heterogeneous and patchy spatiotemporal pattern. A negli-
gible strength excess within �50 km (T �110ıC) illustrates
that the velocity-strengthening updip portion of the fault
yields continuously and therefore creeps aseismically. The
deeper portion of the fault (T >�450ıC) shows a continuous
very high strength excess in which the rupture is never able
to penetrate as stresses are already viscously relaxed. For
temperatures in between �320ıC and �450ıC we observe
an erratic pattern with rapid strength excess decreases and
increases indicative of very small events.

[49] If this occurs over a large enough patch a large
unstable rupture nucleates. The nucleation of large events
only occurs within the topmost part of this region where
T <350ıC (or between 4 and 14 km below the continental
Moho). This hypocenter depth is observed to be mainly
determined by the temperature-governed decrease in inter-
seismic locking, rather than being below the continental
Moho where stresses increase distinctly. Tests with a similar
model and 1 My less subduction (and a hence warmer thrust
fault zone) revealed a 17 km seaward shift of hypocenters.
Additional tests show that the presence of the 1 km thin layer
of serpentinites below the continental Moho (Figure 1b)
reduces interseismic locking, thereby promoting a shallower
downdip limit. All together, these tests document a large
variability in rupture width, event size, and recurrence inter-
val. This demonstrates the importance of geometry and
rheology in determining earthquake source properties at
subduction interfaces.
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Figure 7. (a) Recurrence interval, (b) overriding plate displacement, and (c) rupture width averages for
21 models with different amounts of frictional weakening quantified as drop from static to a dynamic
friction (X) versus different amounts of fluid-induced weakening in terms of 1 – Pf/Ps (Y). Green dotted
lines in Figure 7a represent an estimate of the transitional borders between the three identified regimes.
The orange range in Figure 7c indicates where results agree with observations. Models are run with a
constant minimum dynamic friction coefficient of 0.15, which is near the average of the observed range
for different rock types [Di Toro et al., 2011]. Note that several models required significant time to obtain
representative results.

[50] Defining the downdip or releasing the updip fric-
tional stability conditions leads to the following minor
differences with respect to these observations. Exclud-
ing velocity-strengthening friction for temperatures below
100ıC–150ıC (model 1 in Figure 2) leads to significantly
wider and larger slip events that also recur slightly more
often (Figure 6, left column). These events typically expe-
rience the fastest displacements at the trench, although
heterogeneous low stresses and large strength excesses can
force smaller ruptures to decelerate before reaching the
trench. Shallow stresses are decreased as stress drops are
larger, since slip is less constrained. Ruptures often break
the trench even though interseismic aseismic creep occurs
for most parts within 40 km from the trench due to low
confining pressures.

[51] Adding velocity-strengthening friction for tempera-
tures above 350ıC–450ıC (model 3 in Figure 2) replicates
elastic modeling approaches and general patterns observed
in laboratory experiments. This results in an increase of
strength beyond 150 km (Figure 6, right column). Stress is
correspondingly increased, even slightly updip of this tran-
sition, leading to slightly more (and smaller) events. Finally,
we also observe that the occurrence of intermittent small
events within the transition zone is significantly reduced.

3.4. Frictional Versus Fluid-Induced Weakening
[52] Figure 7 quantifies the amount of frictional and fluid-

induced weakening necessary to sustain subduction and to
generate unstable events. Fluid-induced weakening arises
from an increase of pore fluid pressures Pf to values of � �Ps,
if pore fluids are present. These pore fluids, resulting from
compaction and slab dehydration, are present throughout
most of the subduction channel (Figures 6d–6f). Frictional
weakening occurs with increasing slip rate (equation (13))

and is represented in terms of a friction drop from static
friction coefficient �s to the minimum dynamic friction
coefficient �d.

[53] The 21 models in the strength diagram of Figure 7a
can be subdivided into three regimes based on the seismo-
genic behavior of the interface. Viable models, which both
show continuous regular subduction and a series of seis-
mic events, are displayed as filled circles color coded by
average recurrence interval. Crosses indicate models whose
strength setup inhibits continuous conventional subduction
as the original thrust interface is too strong. Models with-
out fluid-induced weakening abandon the original thrust and
initiate a new one cutting through the sedimentary wedge. If
run at time steps common for geodynamic modeling (e.g.,
100–1000 yr), these models show buckling of the continental
margin. Open circles represent models whose strength com-
binations allow for subduction, but does not generate seismic
events. This holds both for pore fluid pressures that are very
near the lithostatic level (Pf/Ps = 0.999) and for models
without frictional weakening (�s = �d = 0.15). These low-
strength models show continuous creep along a very low
viscosity thrust interface (1 � 1019 Pa s) with stresses on the
order of 0–10 MPa.

[54] Within the viable strength domain in which events
are observed (filled circles) the recurrence interval increases
with increasing strength, both due to decreased pore fluid
pressures and elevated static friction coefficients. Recur-
rence intervals increase from values near 530 years (for
strengths of � 25 MPa at typical hypocenter depths of
30 km) up to � 7500 years (for strengths of � 120 MPa).
The amount of coseismic displacement of the overriding
plate increases in a similar manner with strength from 8 m
to 68 m (Figure 7b). Rupture widths increase with strength
as expected based on coseismic displacements (from 68 to
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with the numerical results obtained in the simplified laboratory setup (blue) [van Dinther et al., 2013] and
in relation to values observed in nature for normal to megathrust earthquakes (green line). Source param-
eter statistics are calculated (section 3.1) with hypocenter depth with respect to the trench (Figure 8f),
while maximum horizontal surface displacement is calculated for all events at the central, magenta marker
(Figure 5f). (d) Stress drop values (Figure 8b) are not systematically derived, but represent an estimation
of the average, minimum, and maximum values based on a nonzoomed Figure 6 and in van Dinther et
al. [2013, Figures 7 and 8]. The natural range for large earthquakes (Mw>7.5) is determined based on,
e.g., Heuret et al. [2011], Blaser et al. [2010], Ben-Zion [2008], and observations of several megath-
rust earthquakes (1960 M9.5 Valdivia, 2004 M9.2 Sumatra, and 2011 M9.0 Tohoku). Note that the peak
displacement and rupture speeds are not shown to enhance visibility. They relate to and show the same
features and offset as shown in the coseismic duration.

182 km), but for the lowest fault strength viable model
(� = 0.99, �s = 0.7 explained in section 4.5) (Figure 7c).

4. Discussion
[55] The results shed light on the occurrence of inter-

plate seismicity at subduction thrusts and lead to several
interesting implications. Below, we first discuss how our vis-
coelastoplastic seismo-thermo-mechanical approach is val-
idated by a comparison with (a) natural and laboratory
observations in terms of recurrence and source parame-
ters (section 4.1), (b) GPS-recorded surface displacements
(section 4.2), and (c) seismological and field observations in
terms of rupture characteristics (section 4.3). Subsequently,
we discuss implications relating to the physical mecha-
nisms governing seismogenic zone limits (section 4.4) and
the strength of subduction thrust faults and the need for
weakening mechanisms (section 4.5). Section 4.6 closes
with a summary of the main limitations and future research
directions. These sections are supported by a cartoon that
summarizes the spatial relations between different types of
model results.

4.1. Comparing Cycle Parameters to Laboratory
Model and Natural Data

[56] The validity of the presented continuum viscoelasto-
plastic approach was demonstrated in a laboratory setup by
extensively comparing numerical [van Dinther et al., 2013]
and laboratory results [Corbi et al., 2013]. Figure 8 com-
pares the results presented in the current paper to (a) the
scaled numerical results obtained in the laboratory setup
using the same code and the same source parameter selection

procedure [van Dinther et al., 2013] and (b) a range of values
observed for earthquakes on the megathrust with M > 7.5.

[57] A significant improvement, compared to the labora-
tory study [van Dinther et al., 2013], can be observed in
Figure 8 (red versus blue data). The amount of overriding
plate displacement and its related surface displacements are
reduced to within reasonable values for megathrust earth-
quakes. This improvement also applies to the related stress
drop and recurrence interval. The reduced slip cf. labora-
tory experiments mainly results from an approximately three
times larger shear modulus of the composite fault zone and
bulk forearc rocks. Such an increase in rigidity leads to a
faster stress buildup for equal displacements (equation (8)),
which reduces the recurrence interval to the next event. At
the same time, an increase in rigidity allows for smaller
amounts of deformation for a given stress, which leads
to less accumulated displacements that can be recovered
coseismically [e.g., Abe, 1975; van Dinther et al., 2013].
Reduced overriding plate displacements are also facilitated
by a large reduction (many orders of magnitude) of the shear
modulus of the (analog) slab. In this case, the elastic, no
longer viscous, slab stores part of the potential elastic energy
that is released within the slab and not in the overriding
forearc (as confirmed in Figures 3e–3f and 5c–5d). These
factors also lead to smaller rupture widths, which scale with
overriding plate displacements and slip (Figure 7) [e.g.,
Blaser et al., 2010].

[58] However, in terms of coseismic temporal compo-
nents, we observe less agreement with natural observations.
The discrepancy in coseismic duration and speeds increases
from a factor six in the laboratory model to about eight
orders of magnitude for this setup. This results from the fact
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Figure 9. Schematic representation summarizing the (a) interseismic and (b) coseismic characteristics
(based on Figures 1b, 3, 4a, 5c, 5d, 6b, 6e, and 6h). Contours of lithologies (black), sea level (purple),
and isotherms (green) are included. Aseismic creep is defined by a viscosity lower than 1�1020 Pa�s, while
the main interseismic-locking patch is based on a minimum horizontal velocity of 3 cm/yr. BDT = brittle-
ductile transition, IDD = interplate decoupling depth, NVT = nonvolcanic tremor, PS = peak coseismic
displacement location, and PD = rupture penetration depth.

that we do not apply the dual temporal scaling [Rosenau
et al., 2009]. This was introduced in the laboratory setup
to convert laboratory to natural values by assuming that
inertia was more important than gravity during the coseis-
mic period. The current large discrepancy suggests that
further seismo-thermo-mechanical model improvements
are required.

[59] Slow rupture propagation and stress release result
from too low stress concentrations at the rupture front (and
ahead of it). The (singular) stress concentration is smoothed
as the blunt rupture tip is less well defined. This is also
observed for anelastic fault zone models used in dynamic
rupture modeling [Dalguer and Day, 2006]. In addition the
fault zone width (up to hundreds of meters to a few thou-
sand meters), in combination with a large time step (5 yr),
decreases accelerations to an almost negligible level. This
inhibits distinct shear wave propagation effects, while pres-
sure waves are not simulated in any case. The absence
of distinct seismic waves also reduces stress concentra-
tions ahead of the rupture front further [e.g., Ben-Zion and
Rice, 1997]. In a comparison between quasi-dynamic and
fully dynamic models, the absence of inertial dynamics is
also shown to reduce rupture and slip velocities [Lapusta
et al., 2000]. Furthermore, total slip is somewhat less as
fault strength is not reduced by waves reflecting from the

free surface. Overall, however, the qualitative behavior of
the system is not expected to be largely affected by inertial
dynamics [Lapusta et al., 2000]. Since we are interested in
the long-term seismic cycle pattern, for which slow tectonic
loading and subsequent quasi-static nucleation are shown to
be more important than the full inertial dynamics [Lapusta
et al., 2000, compare Figures 5, 14, and 15], we accept this
severe limitation for now. This does mean that our single
event dynamics is hampered. We do not distinguish fore-
shocks and aftershocks (and a potential early postseismic
contribution), but rather depict the propagation of a single
slow composite megathrust rupture. The occurrence of many
consecutive events is rejected by the observation of a single
nucleating and propagating rupture (Figures 3, 4, and 6) and
the agreement with observed source parameters (Figures 5
and 6).

[60] The long-term seismic cycle response is quanti-
fied by recurrence interval and related parameters, such
as stress drop, interface and surface displacements, and
rupture width. These correspond well to megathrust earth-
quake observations (red versus green data in Figure 8),
although displacements are on the large side of the spec-
trum of our limited spatiotemporal observation span. The
correspondence to natural observations suggests that the
dominant physical processes governing stress build up and
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release, i.e., elasticity, frictional weakening, and gravity, are
simulated properly.

4.2. GPS Displacements in Southern Chile
[61] Typically, models that evaluate static surface dis-

placements use a relatively simple geometry in combination
with a temporal pattern of either slip or stress change along
a locked or partially locked fault [e.g., Wang, 2007]. The
direct comparison to event data then requires tuning of
several input parameters to reproduce the observed static
displacements. Using our physically consistently evolving
model, we captured the spatial pattern of the static GPS data
recorded before and during the 2010 M8.8 Maule earthquake
[Ruegg et al., 2009; Vigny et al., 2011] (Figures 5c–5d).
This spatial agreement was only recognized after this figure
was produced, so without tuning the model or event to
the observations.

[62] This correspondence is facilitated by a similar spa-
tial slip distribution (compare our Figure 4c with Tong
et al. [2010], Figure 2b) and similar hypocenter location
[Moscoso et al., 2011]. The discrepancy in terms of a five
times larger numerical coseismic vertical displacement mag-
nitude is explained by the at least four times larger maximum
differential slip at the numerical interface. The larger coseis-
mic slip results from a 3.4 times longer strain accumulation
period (595 instead of 175 years since the last “Darwin”
earthquake) [Darwin, 1876] and an event-specific slip over-
shoot (as 1.33 times more displacement was recovered than
was accumulated). This also explains why the interseis-
mic data (both shown for a 390 yr interseismic period)
do agree well without this slip correction. In summary,
acknowledging the model was never tuned to match these
surface data, this agreement demonstrates the applicability
and strength of our physically consistent seismo-thermo-
mechanical approach. We simulate interseismic locking and
quasi-static rupture nucleation and propagation in a way
comparable to nature. It further suggests that our physically
evolved thermal, rheological, and structural models are well
constrained. For the thermal part this is also supported by
an agreement with thermal modeling results presented by
Gutscher [2011].

[63] The general interseismic and coseismic surface dis-
placements within the forearc (Figure 9) up to about 250 km
agree with those observed and discussed in the laboratory
setup [van Dinther et al., 2013] and with the data and
modeling results summarized in Wang [2007]. One inter-
esting difference arises beyond 250 km from the trench,
where we observe a second zone of interseismic subsidence
and coseismic uplift (Figures 5c, 5d, and 9). This phe-
nomenon is not present in the laboratory setup or in typical
visco and/or elastic lithosphere modeling studies. This sec-
ond coseismic hinge point is, however, observed for large
megathrust earthquakes [e.g., Plafker and Savage, 1970;
Vigny et al., 2011; Ikuta et al., 2012]. Three types of pro-
cesses can potentially explain this phenomenon (Figure 9):
(a) deep aseismic slip (60–85 km) [Linde and Silver, 1989],
(b) elastic buckling due to compression of the overriding
plate [Vita Finzi and Mann, 1994], and (c) a visco(elastic)
response in the mantle wedge (a transient version of
Wdowinski et al. [1989]). Quantitatively discriminating
between these physical mechanisms is beyond the scope of
this study.

[64] These physically consistent viscoelastoplastic mod-
els also recorded cycle-to-cycle variability of coseismic
displacements and permanent deformation of the overriding
plate (Figures 5a–5b). Cycle-to-cycle variability with pos-
itive and negative slip deficit of coseismic displacements
with respect to the accumulated interseismic displacements
is also tentatively observed for sections of the 2010 Maule
earthquake [Moreno et al., 2012; Lin et al., 2013]. The obser-
vation that roughly 5% of overriding plate displacements
is accommodated by permanent internal shortening agrees
approximately with recent field observations [Baker et al.,
2013] and analog modeling results [Rosenau et al., 2009].

4.3. Rupture Initiation, Propagation, and Complexity
[65] The described surface and source observables result

from spontaneous nucleation and rupture propagation as
explained in physical terms for the simplified laboratory
setup [van Dinther et al., 2013]. Most of the ruptures in the
model initiate near the base of the seismogenic zone and
propagate upward (95% in Figure 4a). This is also observed
for abundant large earthquakes in nature [e.g., Scholz, 1988].
In our model hypocenters are typically located 4–14 km
below the forearc Moho. This contradicts the idea that
the forearc Moho acts as a structural limit [e.g., Ruff and
Tichelaar, 1996]. It agrees with a compilation of global
observations up to 2007, which confirmed that most seismo-
genic zones actually end well in the forearc mantle [Heuret
et al., 2011]. The locations of simulated hypocenters are
mainly determined by temperature, which decreases vis-
cosities (equation (9)) and locking thus introduces a stress
gradient (Figures 3a, 3c, 3e, and 4a and section 4.4). The
relation between such a strong viscosity drop and hypocen-
ter locations has also been observed in other numerical
models [Huc et al., 1998]. Second, hypocenter locations
are promoted by increased compression due to the strong
overriding lithospheric mantle, which increases deviatoric
stresses (Figures 3c and 6b).

[66] Subsequently, the rupture propagates through the
composite fault zone selecting different paths in response to
the current stress and strength distribution. This is amongst
others influenced by previous ruptures and the stress history.
Most ruptures propagate along one of the material interfaces
(e.g., Figure 3b), as they experience largest differential slip
rates. These preferred locations of shear localization agree
with field observations on subduction channel melanges that
were exhumed from depths just below the seismogenic zone
[e.g., Andersen and Austrheim, 2006; Bachmann et al., 2009;
Angiboust et al., 2012]. We also observe that the active
fault zone typically widens as it approaches the surface
(Figure 3b). The decrease in confining pressure and hence
low-strength excess throughout the fault zone (Figure 6h)
allows for more widespread faulting. This is more gener-
ally manner observed for strike-slip flower structures [e.g.,
Woodcock and Fischer, 1986] and in rupture models with
off-fault damage [e.g., Ma and Beroza, 2008].

[67] The minor degree of complexity of the resulting
seismic cycle pattern (Figure 4a) is introduced by hetero-
geneities in terms of (a) fault geometry (from cycle-to-cycle
changing and undulating rupture paths; Figure 3b), (b)
strength (e.g., fluid presence or not; Figure 6e), and (c) stress
(Figure 6b). These heterogeneities are strong enough to devi-
ate from a time-predictable sequence. Heterogeneities and
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individual rupture patterns are, however, still simple enough
to obtain a quasi-periodic and quasi-characteristic pattern.
The observation of a quasi-periodic temporal recurrence for
large (M >8) earthquakes agrees with various observations
[e.g., Kelleher et al., 1973] based on both paleoseismolog-
ical studies [e.g., Goldfinger et al., 2003] and numerical
models [e.g., Zöller et al., 2006]. However, considerable
controversy about the complexity of subsequent rupture pat-
terns still exists due to the limited observation period [e.g.,
Rubinstein et al., 2012].

4.4. The Role of Temperature for the Downdip
Seismogenic Zone Limit

[68] An understanding of the spatial extent of the seismo-
genic zone is important for hazard assessment, but physical
mechanisms responsible for the updip and downdip limits
remain without consensus [Hyndman, 2007]. We analyzed
the self-consistent role of temperature, stress, and pres-
sure dependence of viscosity that relates to the degree of
interseismic locking (Figures 4, 5, and 6).

[69] For the downdip limit, without defining velocity-
strengthening friction downdip (model 2 in Figure 2), we
observe that events do not nucleate below 350ıC, while
they can not propagate beyond 450ıC (Figures 6, 6b, 6e,
6h, and 9). The confinement to these limits results from
the thermally (and stress) activated transition toward ductile
shearing (i.e., spontaneous brittle-ductile, or rather plastic-
ductile, transition BDT as seen in Figure 6b). The buildup of
elastic stresses and successive rupture propagation is inhib-
ited by rapid viscous relaxation as seen in numerical models
from, e.g., Huc et al. [1998] and Ellis and Stockhert [2004].
The brittle-ductile transition has originally been thought to
delineate the downdip limit of shallow earthquakes [e.g.,
Sibson, 1982]. However, in terms of a temperature-driven
physical mechanism, it currently competes with velocity-
strengthening friction, amongst other possible mechanisms.
Velocity-strengthening friction also provides both frictional
stability criteria for earthquake propagation and a mecha-
nism for deep afterslip [e.g., Tse and Rice, 1986]. These
two physical mechanisms are not similar but are likely
to be closely related. Both their underlying deformation
mechanisms relate to a change to a more ductile mecha-
nism governing junction shear creep [e.g., Shimamoto, 1986;
Scholz, 1988, 2002].

[70] The spontaneous downdip limit transition is also
characterized by intermittent episodes of short stress drop
and rapid stress increase (Figures 6b, 6e, and 6h). These
small events are likely related to their location between
two strong, moving, elastic lithosphere mantles (Figure 1b)
and are facilitated by neighboring rapid stress changes.
The shallow patches occasionally lead to the propagation
of an instability, while the deeper, hotter ones can poten-
tially be interpreted as failed nucleations, microseismicity,
or as belonging to the families of slow slip [e.g., Ide et al.,
2007] or nonvolcanic tremor [e.g., Obara, 2002]. Includ-
ing velocity-strengthening friction potentially inhibits these
transition zone events. Since we want to influence unex-
pected feedback mechanisms as little as possible, we prefer
not to define frictional stability constraints beyond those
necessary to match first-order observations.

[71] The spontaneous occurrence of conditionally sta-
ble and stable-sliding regimes below a defined unstable

section (Figures 6b and 9) agrees well with a range of
observations [e.g., Scholz, 1988]. These domains are mainly
determined by the temperature (and stress) feedbacks on
viscosity and thereby on stress and elastic strain accumu-
lation. The temperatures corresponding to these transitions
(�350ıC and �450ıC) also agree well with estimates from
thermal modeling [e.g., Oleskevich et al., 1999] and lab-
oratory experiments on quartz and granite [e.g., Blanpied
et al., 1998]. These observations support the role of tem-
perature in controlling the downdip limit of stable slid-
ing and seismogenesis in this setup. However, we note
that seismicity in several subduction zones warrants other
mechanisms than those predicted by temperature, such as
those related to pore fluid pressure and composition [e.g.,
Hyndman et al., 1997; Fagereng and Ellis, 2009]. The
accurate temperature agreement relates to the applied wet
quartzite flow law (equation (9) and its laboratory-derived
parameters in Table 1). This empirical law might inherently
include the relevant transition of deformation mechanisms.
The selection of a flow law describing more mafic rocks
would have increased viscosities, locking, and the observed
temperature limits.

4.5. Fault Strength: The Need for Both Frictional
and Fluid-Induced Weakening

[72] The strength and related weakening of faults has
long been intensely debated within several communities.
High strengths (e.g., static friction coefficients of about 0.6–
0.85) are supported by laboratory experiments [e.g., Byerlee,
1978], in situ stress measurements [e.g., Brudy et al., 1997],
and the orientation of faults [e.g., Sibson and Xie, 1998].
Other studies indicate that large (subduction) faults are actu-
ally weak (i.e., an effective friction coefficient below 0.10).
The main arguments for this are based on an absent local heat
flow anomaly [e.g., Lachenbruch and Sass, 1992], low angle
geometrical considerations [e.g., Suppe, 2007], comparable
margin parallel and perpendicular stresses [e.g., Wang et al.,
1995], and sustainable subduction in numerical models [e.g.,
Zhong et al., 1998]. The three main candidates to weaken
faults are (a) elevated fluid pressures [e.g., Hubbert and
Rubey, 1959], (b) frictional weakening during earthquakes
[e.g., Di Toro et al., 2011], and (c) material with low static
friction coefficients, such as talc [e.g., Moore and Lockner,
2008]. We broadly quantify the role of these mechanisms
with respect to observations of both short-term earthquakes
and long-term subduction characteristics.

[73] Varying the pore fluid pressure factor over a large
range demonstrated that fluids, and weakening due to
increased pore fluid pressures, are necessary to sustain reg-
ular subduction along the slab interface [e.g., Gerya et al.,
2008], even if frictional velocity weakening is present
(locking-dominated domain in Figure 7a). However, fluid
pressures cannot be equal to solid pressures (creeping-
dominated domain in Figure 7a), as currently used in various
long-term geodynamic models [e.g., Mikhailov et al., 2013].
This leads to permanent creep at the thrust interface, which
inhibits the buildup of elastic stresses necessary to generate
earthquakes [Faulkner and Rutter, 2001].

[74] Within the event-dominated viable range, recurrence
interval, slip, and rupture width increase with increasing
strength (Figures 7a and 7b). Longer times are required
to build up stresses to the strength limit. Once stresses
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reach this higher strength limit, they can in fact drop fur-
ther, leading to more slip over a wider area. This pos-
itive recurrence interval-slip relation was also observed
in the laboratory setup [van Dinther et al., 2013] and
seems to quantitatively hold for natural observations as well
[Marzocchi et al., 2011]. However, the positive relation
between slip and rupture width breaks down for the low-
est fault strength model that still identified events (�= 0.99,
�s = 0.7). This very low strength model has larger than
expected rupture widths [e.g., Mai and Beroza, 2000], since
the low stresses increase viscosities near the brittle-ductile
transition (equation (9)). This extends interseismic locking
downdip and leads to larger rupture widths.

[75] To obtain recurrence intervals and source parame-
ters compatible with megathrust earthquakes, we infer that
pore fluid pressure factors (Pf/Ps) are on average in the
range of �0.75 to �0.99 (orange range in Figure 7c). We
also infer that static friction coefficients could vary from at
least 0.2–0.4 up to almost 1, if minimum dynamic friction
is 0.15. This range of strength parameters is in agreement
with certain worldwide pore fluid pressure factor estimates
for subduction zones and Andean-type mountain building
settings (0.80–0.98 in Seno [2009]) and various laboratory
experiments (0.5 < �s < 1 and 0.03 < �d < 0.3 for the
range of lithologies analyzed at high speeds in Di Toro et
al. [2011]). An additional very low static friction material,
like talc, is not required to match the observables, although it
could alternatively be invoked as long as bulk strengths are
not too low to result in permanent creep. The correspond-
ing low stress levels (below or near 20 MPa along most of
the frictionally unstable thrust as in, e.g., Figure 3c) prevent
detection of a heat flow anomaly and correspond to stress
drop and orientation observations [Hyndman, 2007]. These
inferences combined advocate that pore fluid pressures in
subduction zones are indeed very high. This supports the
claim that subduction thrust faults are (very) weak.

4.6. Model Limitations and Future Work
[76] The presented results generally demonstrate a satis-

factory agreement with a wide range of long- and short-term
natural observations, except for coseismic timescales (dis-
cussed as a major limitation in section 4.1). The temporal
component also illustrated the spatial resolution limitation
of a few hundreds of meters wide active fault interface
(Figure 3). The overall thickness of the network of faults
active over time, however, does fit observations of shear
localizations within a subduction channel melange of hun-
dreds to thousands of meters [e.g., Shreve and Cloos, 1986;
Fagereng and Sibson, 2010] better than the typically used
infinitely thin faults with an a priori, straight fixed geome-
try. Other important limitations are (a) the 2-D nature of the
model, which ignores influential lateral effects and hetero-
geneities in interseismic stress build and coseismic rupture
[e.g., Kopp, 2013], (b) a relatively simple friction model
without a state component, and (c) the decoupled evolution
of stresses and strengths if yielding is absent, i.e., through-
out the interseismic period [van Dinther et al., 2013]. To
benefit from the feedback of self-consistent, long-term sub-
duction dynamics [e.g., Billen, 2008; van Dinther et al.,
2010], we need to model a slab up to at least the 660 km
discontinuity. Other future improvements include the anal-
ysis of off-megathrust rupture propagation (Y. van Dinther

et al., Modeling the seismic cycle in subduction zones: The
role and spatiotemporal occurrence of off-megathrust earth-
quakes, submitted to Geophysical Research Letters) and the
implementation of fluid flow processes such that pore fluid
pressure instead evolves as a function of permeability and
stress [Dymkova and Gerya, 2013].

5. Conclusions
[77] This paper demonstrates the validity, strength, and

limitations of a 2-D physically consistent, continuum vis-
coelastoplastic seismo-thermo-mechanical approach. This
innovative approach simulates the feedback between long-
term subduction dynamics and relating deformation and
short-term seismogenesis. It also includes the three key
ingredients for seismic cycle modeling in subduction zones:
rate-dependent friction, slow tectonic loading, and vis-
coelastic stress relaxation. Its applicability is demonstrated
by comparing results from a realistic setup of the Southern
Chilean convergent margin (summarized in Figure 9) to a
range of natural observations and competitive hypotheses.

[78] We observe a quasi-periodic pattern of quasi-
characteristic M8–M9 interplate events every �900 years
(Figure 4). A quantitative natural comparison shows that all
seismic cycle parameters are within the range observed for
megathrust earthquakes, except for the coseismic temporal
parameters (Figure 8). This suggests that elastic, frictional,
and gravitational processes are captured well, while time
stepping and inertial dynamics needs improvements.

[79] The spatial pattern of interseismic and coseismi-
cally recovering surface displacements agrees well with
static GPS displacements observed before and during the
2010 M8.8 Maule earthquake (Figure 5). Without a sin-
gle iteration to adapt either the numerical input data or the
reference event, the displacements agree both qualitatively
and, after a coseismic slip correction, also quantitatively.
These interseismic and coseismic displacements highlight
the presence of a second-order flexural bulge at distances of
more than 200 km from the trench. On the long term, we
observe that slip deficit varies from cycle-to-cycle and that
about 5% of displacements are accommodated by permanent
internal shortening.

[80] Qualitative coseismic features also agree with sev-
eral seismological and geological observations. Ruptures
typically nucleate 4–14 km below the forearc Moho and
propagate upward along compositional boundaries, while
widening as they approach the surface.

[81] The feedback from temperature (and stress) on vis-
cosity introduces ductile shearing over a range that cor-
responds to the brittle-ductile transition (Figure 6). This
(a) inhibits hypocenter locations at temperatures higher
than �350ıC and (b) inhibits unstable rupture propagation
beyond temperatures of�450ıC. These temperatures for the
conditionally stable transition zone agree with results from
thermal modeling and laboratory experiments, both obtained
for the applied wet quartzite flow law. These observations
confirm the dominant role of temperature in defining the
downdip seismogenic zone limit in this specific setup.

[82] The main thrust fault is inferred to be very weak
(� 0II � 10–30 MPa) to sustain subduction and to generate
typical recurrence intervals and slips of megathrust earth-
quakes (Figure 7). This mainly results from weakening due
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Figure B1. Effect of the (a, d) mantle’s shear modulus, (b, e) mantle’s reference viscosity �0
(equation (9)), and (c, f) slab’s push velocity on recurrence interval (Figures B1a–B1c) and coseismic
overriding plate displacement (Figures B1d–B1f). Solid circles indicate a change in both lithosphere and
asthenosphere mantle properties. Open circles indicate a change in asthenosphere mantle property only.
For all nonreference models the first 8200 simulation years are excluded to obtain a more representative
starting configuration. Note that this time span is not enough to obtain a new steady state equilibrium
configuration with corresponding slab dip and related geometry, but it gives an indication of the impact
of the parameters.

to increased pore fluid pressures (�0.75< � <�0.99), which
cannot be absent (i.e., � = 0) as subduction along oceanic
crust fails or lithostatic (i.e., � = 0.999) as permanent creep
results. Frictional weakening is required to introduce suffi-
cient locking (and healing) to generate events (�s > 0.2–0.4
if �d = 0.15).

Appendix A: Laboratory-Based Derivation
of Frictional Parameters

[83] The frictional properties of the subduction thrust
interface are constrained by a few points taken from wet
illite-rich gouge data obtained at seismogenic zone represen-
tative conditions up to temperatures of 500ıC [den Hartog
et al., 2012]. As further explained below, we deviate from
these laboratory measurements for (a) magnitude of char-
acteristic velocity (to adapt to our low rupture speeds), (b)
minimum dynamic friction coefficient [e.g., Di Toro et al.,
2011], and (c) temperature limits defining frictional stability
regimes [e.g., Blanpied et al., 1995].

[84] Frictional quantities for the three models are
extracted at temperatures of 250ıC, 300ıC–375ıC, and
450ıC for the updip, central, and downdip regions. This
provides values for the static friction coefficient �s and sug-
gests relationships for the changes of characteristic velocity
Vc and the amount of weakening 	 between these three
regions. To obtain reasonable characteristic velocities for
our model, a viscoplastic characteristic slip velocity near
the effectively transmitted subduction velocity is selected
(Vc = 4.4 cm/yr = 1.4�10–9 m/s), as for the spring block

derived data in Corbi et al. [2011] and van Dinther et al.
[2013]. Subsequently, both updip and downdip characteristic
velocities for velocity strengthening are set to about 1.5
times their velocity-weakening value (Vc = 6.3 cm/yr) [den
Hartog et al., 2012].

[85] To obtain minimum dynamic friction coefficients, we
assume 70% of weakening. This amount is suggested to be
characteristic for a wide range of rock types based on lab-
oratory experiments at seismic slip speeds [Di Toro et al.,
2011] instead of experiments done at near-nucleation slip
rate data [den Hartog et al., 2012]. 	vw = 0.7 corresponds to
a minimum friction coefficients of 0.15 and an a – b value of
–0.0165 (using V = 19.1�Vc in Ampuero and Ben Zion [2008,
Appendix A]). Applying the relative sizes of den Hartog
et al. [2012] the amount of updip strengthening should be
�2 times smaller (	uvs = –0.35 or a – b = 0.0058). How-
ever, to compensate for a lack of lateral energy dissipation in
our 2-D model and to prevent regular breaking of the trench
[van Dinther et al., 2013], we increase it by a factor two
(	uvs = –1.5 or a – b = 0.025). For model 3 the amount of
strengthening in the downdip region is then 3 times higher
than the strengthening updip (	dvs = –4.5 or a – b = 0.12).

[86] We simplified the temperature profile to be con-
sistent with often observed seismogenic zone limits [e.g.,
Blanpied et al., 1995]. This avoids dependencies on labora-
tory ambiguities that are suggested to shift the a – b neutral
limits [den Hartog and Spiers, 2012]. The seismogenic zone
limits are thus set to 100ıC–150ıC for the linear transition
of updip velocity-strengthening to the velocity-weakening
seismogenic zone and 350ıC–450ıC for the downdip linear
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transition from velocity weakening to velocity strengthening
[e.g., Hyndman et al., 1997] (model 3 in Figure 2).

[87] Finally, note that we removed the downdip velocity-
strengthening domain for the reference model (model 3 in
Figure 2) to analyze the feedback from amongst others
temperature on viscosity.

Appendix B: Subduction Velocity and Mantle
Property Sensitivities

[88] To complement our analysis, we conduct a parameter
study involving the applied push velocity and the viscoelas-
tic properties of the mantle. The goal is to examine the
sensitivity of the observed interplate seismicity and thereby
obtain an indication for the importance of various model
parameters. Subduction velocity turns out to be the geody-
namic parameter with the highest correlation to interplate
seismicity characteristics [Heuret et al., 2011]. In terms
of material parameters of the medium, the mantle viscos-
ity has been found to be important, though only partially
constrained [e.g., Pollitz et al., 2000; Forte and Mitrovica,
2001]. Since most spontaneous rupture models do not con-
sider the behavior of the Earth’s mantle, we demonstrate its
importance here.

[89] Recurrence interval and amount of coseismic dis-
placement are observed to increase similarly with smaller
mantle shear moduli (Figures B1a and B1d). This increase is
particularly strong when the shear modulus of the interface-
bounding lithospheric mantle is halved as well (solid cir-
cles). That leads to a more than six times larger recurrence
interval and about three and a half times larger slip in events.

[90] Dividing asthenospheric mantle reference viscosity
(�0 in equation (9)) by a factor four (i.e., decreasing mantle
viscosities by roughly two orders of magnitude) leads to an
increase of at most a factor 1.4 of both recurrence interval
and slip. The additional importance of decreasing the litho-
spheres reference viscosity as well is less prominent here,
although it is still present for the recurrence interval.

[91] Applied slab push or subduction velocity plays
a distinct role on interplate seismicity (Figures B1c
and B1f). Decreasing subduction velocities increasingly
increases recurrence intervals (+88% when halved with
respect to the reference) and a contrasting, albeit smaller
decrease of coseismic overriding plate displacement (–8%
when halved).

[92] In summary, this brief sensitivity study shows varia-
tions of a factor 2 in kinematic and material parameters can
impact interplate seismicity observables from as few as a
factor 1.2 up to a factor of nearly 2 for subduction velocity
and even up to a factor 6 for the lithosphere mantle’s shear
modulus.
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